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ABSTRACT

In recent years, genome-wide association studies (GWAS)
have successfully identified loci that harbor genetic variants
associated with complex diseases. However, susceptibility
loci identified by GWAS so far generally account for a lim-
ited fraction of heritability in patient populations. More re-
cently, there has been considerable attention on identifying
epistatic interactions. However, the large number of pairs to
be tested for epistasis poses significant challenges, in terms
of both computational (run-time) and statistical (multiple
hypothesis testing) considerations.

In this paper, we propose a new method to reduce the
number of tests required to identify epistatic pairs of ge-
nomic loci. The key idea of the proposed algorithm is to
reduce the data by identifying sets of loci that may be com-
plementary in their association with the disease. Namely, we
identify population covering locus sets (PoCos), i.e., sets of
loci that harbor at least one susceptibility allele in samples
with the phenotype of interest. Then we compute represen-
tative genotypes for POCo0s, and assess the significance of
the interactions between pairs of POC0s. We use the results
of this assessment to prioritize pairs of loci to be tested for
epistasis. We test the proposed method on two indepen-
dent GWAS data sets of Type 2 Diabetes (T2D). Our ex-
perimental results show that the proposed method reduces
the number of hypotheses to be tested drastically, enabling
efficient identification of more epistatic loci that are statis-
tically significant. Moreover, some of the identified epistatic
pairs of loci are reproducible between the two datasets. We
also show that the proposed method outperforms an existing
method for prioritization of locus pairs.
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1. INTRODUCTION AND BACKGROUND

In recent years, there have been rapid developments in
our understanding of the genetic etiology of various com-
plex diseases [I7]. Further developments in biotechnology
and genomic sciences, including the explosion of genome-
wide association studies (GWAS), are improving the iden-
tification of susceptibility loci and the underlying genetic
mechanisms of complex diseases. Recent genome-wide as-
sociation studies lead to the discovery of susceptibility loci
for many complex diseases, including type 2 diabetes [25],
psoriasis [15], multiple sclerosis [2], and prostate cancer [§].

Earlier GWAS focus on identifying individual loci associ-
ated with diseases using standard statistical tests compar-
ing the distribution of genotypes or minor alleles in case and
control populations. However, increasing empirical evidence
from model organisms [20] and human studies [26] suggests
that complex interactions among two or more loci contribute
broadly to complex traits. Indeed, the individual locus as-
sociations identified in GWAS are often not reproducible.
These observations lead to a growing interest in identifying
genetic interactions among two or more genomic loci.

Most of the studies that aim to identify genetic interac-
tions focus on pairwise epistasis, which is usually defined as
a masking effect between two genomic loci; i.e., a variant at
one of the loci masks the phenotypic effect of a variant at the
other locus [4, [I3]. An increasing number of studies report
the presence of statistically significant epistatic interactions
in complex diseases [19], while some of the observed epistatic
interactions remain dominated by individual variants with
strong disease association [15].

Nevertheless, identifying epistatic interactions remains a
computationally and statistically challenging problem since
one needs to test the interaction between all pairs of loci,
which amounts to O(10'?) tests for today’s genome-wide
screening platforms (assuming screening of 1M loci in a sin-
gle assay). With the advent of whole-genome association
studies through massively parallel sequencing, these num-
bers are bound to grow. Motivated by these considera-
tions, many researchers claim that exhaustive methods find
epistatic loci pairs are infeasible from a computational per-
spective [19].

The statistical challenges involve the multiple hypothe-
sis testing problem which greatly degrades statistical power.
To alleviate this problem, the number of hypotheses being



tested are usually reduced by focusing on pairs of loci that
are functionally associated through regulatory elements, path-
ways, protein interactions, and other functional annotations [11],
[I8]. Some algorithms also prune out certain pairs of loci
based on their allelic distributions in the case and control
populations, but without explicitly testing them for epista-
sis (e.g., TEAM [27], QMDR [9], SNPHarvester [24]). These
methods perform reasonably well for certain models of epis-
tasis; however, they usually test a very large number of hy-
potheses.

Some methods, instead of controlling type 1 error, try to
prioritize the SNP pairs [16]. The benefit to prioritization is
that it may enable identification of interactions with modest,
yet potentially relevant statistical significance that becomes
insignificant after correction for multiple testing. Reducing
the search space helps control for false positive errors while
rendering the computation feasible. However, this may also
lead to false negatives since many locus pairs are not tested
at all.

It is also important to note that, although genomic loci
that are in linkage disequilibrium (LD) tend to have a strong
interaction, making LD an important confounding factor.
However, some of the existing algorithms do not handle LD
properly and report epistatic pairs of loci which are in LD [T7].

In this paper, we propose a novel method for prioritiz-
ing the pairs of loci to be tested for epistasis. The proposed
method prioritizes the locus pairs using Population Covering
Locus Sets (PoCos). PoCos are sets of loci that harbor at
least one susceptibility allele in samples with the phenotype
of interest. The main idea behind the proposed approach
is to group genomic loci that complement each other in de-
scribing the relationship between genotype and phenotype
in the affected population. This notion is not to be con-
fused with “genetic complementation”, which refers to the
case where two recessive mutations produce the wild type
phenotype when combined. Here, we use the term “comple-
mentarity” in a more general and abstract sense, referring to
the statistical observation that at least one of the genomic
loci harbors a susceptibility allele in all affected individuals.
Since such complementary genomic loci may be function-
ally linked to the phenotype in ways similar to each other,
multiple pairs of loci in different groups may exhibit similar
patterns of interaction. Indeed, our previous studies show
that accounting for complementarity of genomic loci enables
effective integration of the disease-association of loci that are
related to a single gene, thereby improving the identification
of disease-associated genes [5].

The proposed approach can be thought of as “coarsening”
the set of variables (genomic loci) by grouping those that are
potentially ”similar” in terms of their effect on phenotype.
We assess the statistical interactions among these “coars-
ened” variables (PoCo0s), which requires testing orders of
magnitude fewer models than testing the interactions be-
tween the individual loci themselves. We use the outcome
of this assessment to prioritize the pairs of loci that are con-
tained in interacting pairs of PoCos.

We test the proposed method on two independent GWAS
data sets of Type 2 Diabetes (T2D). We investigate the
performance of prioritization from the perspective of op-
timizing the number of tests to be performed to capture
the largest number of significant interactions by avoiding
too many tests that will degrade statistical power. Our ex-
perimental results show that the proposed method ranks
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Figure 1: The workflow of the proposed method for
the prioritization of locus pairs for testing epistasis.

potentially epistatic pairs of loci higher, and drastically re-
duces the number of tests to be performed to capture most
of the interactions. This also translates into earnings in
runtime. Furthermore, we compare the patterns identified
on the two different datasets and observe that the loci re-
cruited by PoCos as well as the epistatic loci identified by
the proposed prioritization algorithm are reproducible across
datasets. We also compare the proposed method with an ex-
isting prioritization method called iLOCi.

In the next section, we describe the proposed procedure
for identifying PoCos and using them to prioritize the locus
pairs. Subsequently, in Section [B] we present comprehen-
sive experimental results on two independent datasets for
T2D. We conclude with a discussion of the implications of
our results, limitations of this study, and avenues for future
research in Section Ml

2. METHODS

In this section, we first present the general setup for genome-
wide association analysis and motivate the problem of pri-
oritizing locus pairs for test of epistasis. Subsequently, we
introduce the notion of “Population Covering Locus Sets”
(PoCos) and describe the algorithm we use to identify POCos.
Finally, we describe how we use the POCOs to prioritize pairs
of loci to be tested for epistasis. The workflow of the pro-
posed method is presented in Figure [Tl

2.1 Problem Formulation

The input to the problem is a genome-wide association
(GWA) dataset D = (C, S, g, f), where C denotes the set of
genomic loci that harbor certain genetic variants (e.g., single
nucleotide polymorphisms or copy number variants) that are



assayed, S denotes the set of samples, g(c,s) denotes the
genotype of locus ¢ € C in sample s € S, and f(s) denotes
the phenotype of sample s € S. Here, we assume that the
phenotype variable is dichotomous, i.e., f(s) can take only
two values: if sample s is associated with the phenotype of
interest (e.g. was diagnosed with the disease, responds to
a certain drug etc.), s is called a “case” sample (f(s) = 1),
otherwise (e.g., was not diagnosed with the disease, does not
respond to a certain drug etc.), s is called a “control” sample
(f(s) = 0). While we focus on qualitative traits here for
brevity, the proposed methodology can also be extended to
quantitative traits (i.e., when f(s) is a continuous phenotype
variable).

Association analysis. The main objective in genome-
wide association studies (GWAS) is to find genomic vari-
ants whose genotypes significantly correlate with phenotype.
Usually, standard statistical tests, such as x? test [14] or
Fisher’s exact test [6] are applied to identify individual vari-
ants that are significantly associated with the phenotype.

Allele of interest. Association analysis focuses either on
the genotypes (i.e., a specific combination of alleles) or the
presence/frequency of the “minor allele” . The minor allele
for a locus is usually defined as the allele that is less frequent
in the population. In this paper, we use the more general
notion of “allele of interest”, where the allele of interest is not
necessarily the less frequent but is useful in distinguishing
case samples from control samples. This notion is particu-
larly useful when the genotypes of multiple loci are being
integrated, since alleles on different loci can act together to
have a particular phenotypic effect but their effects may be
in opposite directions. For example, the minor allele on one
locus can be associated with increased susceptibility to the
phenotype of interest while the major allele on another lo-
cus may be protective, and these two loci can be related in
their association with the phenotype. In such cases, it may
be more informative to consider them together.

Genotype coding. Given the allele of interest for each
locus, the genotype can be coded as a |C| x |S| matrix m
such that m(c, s) denotes the number of copies of the allele
of interest in locus ¢, i.e.:

2 if g(c, s)is Homozygous of allele of interest

m(c,s) =<1 if g(c, s)is Heterozygous

0 otherwise

(1)
Epistasis. Since individual variants can explain a limited
fraction of heritability for complex phenotypes, significant
amount of research focuses on identifying epistatic pairs of
genomic loci. Epistasis is defined in general as a statisti-
cal interaction between two genomic loci in the context of
association with a phenotype interest. Two commonly used
models for epistasis are multiplicative models and genotype-
based models. In the multiplicative model, marginal effects
of the two individual loci and the multiplication of their
genotypes (coded as described above) are entered into a lin-
ear model. The significance of the interaction between the
two loci is then assessed in terms of the significance of the
multiplicative term in the model. Genotype-based models
also use a linear model, but they represent each possible
genotype combination with a dichotomous variable, thereby
enabling identification of interactions where a specific com-
bination of genotypes in two loci have a significant effect
on phenotype. These two models are based on different as-

sumptions on the relationship between the two loci, but an
interaction may be significant according to both models as
well. In this paper, we focus on the multiplicative model of
epistasis to develop a prioritization algorithm based on com-
plementarity of different loci. The proposed method can also
be extended to genotype-based models, but the extension is
not straightforward.

The prioritization problem for testing epistasis.
With a brute-force approach, the number of the pairs of loci
to be tested for epistasis is (I%‘I)_ This is problematic from
computational, as well as statistical, perspectives. Compu-
tationally, running such a large number of tests is not prac-
tically feasible. Statistically, performing a very large num-
ber of tests reduces statistical power drastically. For these
reasons, it may be quite useful to prioritize the tests to be
performed by ranking pairs of loci based on their promise in
revealing significant interactions. In the next two sections,
we propose a solution to the prioritization problem. The
workflow of the proposed method is shown in Figure [Il

The proposed method is based on identifying Population
Covering Locus Sets, i.e., sets of loci that complement each
other in distinguishing case and control. We represent such
sets of complementary loci as composite variables represent-
ing all loci in the set, thereby providing a coarser set of
variables for which interactions can be tested. We then test
the interactions between these composite variables to assess
the likelihood of interactions between the loci in these sets.

2.2 Population Covering Locus Sets (PoCos)

We define a Population Covering Locus Set (PoCo0) as a
subset of individual loci such that (i) all case samples harbor
an allele of interest in at least one of these loci, and (ii) the
number of control samples that harbor an allele of interest
in at least one of these loci is minimized. Note that the
allele of interest for each locus is not specified a priori. As
described below, we rather define allele of interest as part of
the solution to the problem of identifying POCos. Although
the allele of interest is often one that is more frequent in
cases than in controls, this may not be always true since
we allow inclusion of alleles that are more frequent in the
controls to satisfy (i).

Formal definition of POCos. Let a(c) denote a possible
designation of the allele of interest for a locus ¢ € C. We
define E(c) C S and T'(c) C S as respectively the set of case
and control samples that harbor the allele of interest in c,
ie.

E(c)
T(c)

{s€S: f(s)=1and g(c,s) =alc)} @)
{s € S: f(s)=0and g(c,s) =a(c)}

A PoCo is then defined as a set P C C of genomic loci
accompanied by a designation of alleles of interest for all
loci in P such that

t(P) =1 J T ®3)
ceEP
is minimized, under the constraint
U E(e)={seS:f(s) =1} (4)
ceP

From a biological perspective, a POCO can be considered
as a set of loci that complement each other in their associ-
ation with the phenotype of interest. This is because, the
case samples contain an allele of interest (which becomes the
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Figure 2: Illustration of the concept of Population
Covering Locus Sets (PoCos). Three PoCos on a hy-
pothetical case-control genotype dataset are shown on this
figure. Pink squares indicate the existence of the allele of
interest (major or minor, chosen adaptively) in a sample.
The bottom row for each POCO shows the “genotype” of the
respective POCO, computed as the summation of the rows
for all loci in the PoCo. Each PoCo has at least one al-
lele of interest in all the case samples, while minimizing the
number of such control samples.

susceptibility allele for that locus) in at least one of these
loci (the POCO “covers” the entire case population), whereas
this is true for only a minimal number of control samples.
Therefore, the existence of a susceptibility allele in any of
these loci may have a similar effect on phenotype, driving a
possible association and functional link between these set of
loci and the phenotype of interest.

Identification of PoCos. Although we define the prob-
lem of identifying POCOs as an optimization problem, we
are not interested in identifying a single (and possibly the
optimal) POCo. We are rather interested in identifying mul-
tiple PoCos, since our objective is to use the interactions
between POCO0s to prioritize the interactions between indi-
vidual loci. For this reason, we use a greedy algorithm that
identifies all non-overlapping sets satisfying the constraint in
@) while providing a local minimum of the objective func-
tion in ([@). For this purpose, for a given set P C C of loci
and a designation of alleles of interest for the loci in P, we
define

_ ‘ UC€P E(c)] - | UceP T(c)
{seS:f(s)=1} {se€S:f(s)=0}

as the difference of the fraction of case and control samples
“covered” by P.

It is straightforward to see that any P C C that satis-
fies the constraint in ({#)) and maximizes §(P) also minimizes

5(P) ()

t(P). Motivated by this observation, we use (.) to guide
the search for POCo0s, while requiring the search to proceed
until all case samples are covered. To be more precise, our
algorithm seeds the search for a POCO by selecting the locus
¢ that maximizes §({c}) and setting P = {c}. Subsequently,
it considers adding each remaining locus to P and selects the
locus whose addition to P improves 6(P) best. This process
continues until after all case samples are covered by P or no
locus can improve 6(P). In the former case, P is stored as
a PoCo, all loci in P are removed from the dataset and the
algorithm restarts to discover another POCo. In the latter
case, P is dismissed and the algorithm stops searching for
PoCos. Using §(.) instead of ¢(.) during the search helps
make more desirable local decisions, since the algorithm ef-
fectively tries to maximize the set of covered case samples
while selecting loci to add to the growing set of loci,

When the algorithm terminates, it returns the set P of
all discovered POCos along with the designation of alleles
of interest for all loci in these PoCos. As we discuss in
Section[3] each identified POCO in practice contains multiple
loci and most of the loci in the dataset are not assigned to
any of the POCos. For this reason, we usually have |P| <<
|C|, i.e., the number of POCO0s is orders of magnitude smaller
than the number of loci.

2.3 Prioritization of Pairs of Loci as Candi-
dates for Epistasis

Computing representative genotypes for PoCos.
As stated previously, the key idea of the proposed method
is to prioritize pairs of loci for testing epistasis based on
the interactions between the PoCo0s that contain them. In
order to test the interactions between pairs of POCos, we
need to compute a "genotype” for each POCo0 that is repre-
sentative of the genotypes of the loci in the POCo0. Since we
focus on the multiplicative model of epistasis, we use an ad-
ditive function to integrate the genotypes of the loci within
a PoCo. This enables using a multiplicative model to test
the interactions between the PoCos as well.

To be more precise, for each PoCo P € P, we compute
the genotype of P as

h(P,s) = glc,s) (6)

ceP

for all samples s € S. This is illustrated in Figure For
notational convenience, we denote the genotypes of PoCo
P across all samples with h(P).

Testing interactions between pairs of POCos. Once
the genotypes of all PoOCosare computed, we assess the in-
teraction between any pair P;, P; € P of PoCos using a
logistic regression model, i.e:

[ = Bo + Bih(F;) + Bih(P;) + Bish(Pi)R(Py).  (T)

Since |P| << |C| in practice, testing these models for all
pairs of POCo0s is much faster than testing epistasis for all
pairs of loci.

Prioritization of pairs of loci. After the model in (7))
is computed, we assign the p-value of the term fS;; as the
score of all pairs of loci in these POCos, i.e., we assign score
m(ck, ce) = pvalue(Bi;) to all locus pairs ¢k, ¢, € C such that
¢k € P; and ¢, € P;. This is illustrated in Figure[Bl The loci
that are not assigned to any POCO remain as "unscored”.
Subsequently, we sort all ”scored” pairs of loci in ascending
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Figure 3: Using interactions between pairs of POCo0s to prioritize pairs of loci. The prioritization of the pairs of
loci in Figure [2]is shown. The interactions among the three pairs of POC0s are tested. Subsequently, these POCO pairs are
ranked based on the significance of their interaction. This ranking is directly translated into the the prioritization of pairs of
loci contained within the respective POCo0s, as shown by bipartite graphs on the right panel. The table on the right panel
shows the number of hypothesis and the effective Bonferroni-corrected p-value threshold at each step.

order of their scores (7(.)), and test them for epistasis in the
resulting order.

Reducing the number of hypotheses. An important
benefit of prioritizing pairs of loci for test of epistasis is the
potential reduction in the number of hypotheses that are
tested. For this purpose, it is desirable to select a threshold
7% on the score 7(ck, c¢) of a pair to be tested by epistasis
and test only the pairs that have m(ck,c) < 7*. Here,
rather than applying a threshold, we test the performance
of the prioritization by considering all possible values of 7*.
Namely, after the pairs of loci are prioritized, we consider
each p-value of the interaction testes for p in increasing order
and use that score as 7*. We perform a test of epistasis for
all pairs of loci with score less than 7* and adjust the p-
values of these tests using Bonferroni correction, where the
number of hypotheses tested is equal to the number of locus
pairs with scores less than 7*. We then assess the number of
locus pairs that are significant at a reasonable cut-off (we use
0.05 in our experiments) for these adjusted p-values. This
process is illustrated in Figure [Bl

Observe that, with this method, the number of significant
pairs discovered may goes down as more pairs are tested,
since the number of hypotheses grows with increasing 7*.
Consequently, besides providing a useful methodology for
assessing the ability of the prioritization algorithm in ex-
tracting significantly epistatic pairs, this analysis leads to
useful insights on how 7* should be selected.

Filtering pairs of loci that are in disequilibrium.
A confounding factor in the identification of epistatic loci is
Linkage Disequilibrium (LD). Since SNPs that are in Link-
age Disequilibrium (LD) may exhibit significant interaction
effects, they may be considered to be in epistasis. In another
words, pairs of loci that are not the etiological variants but

are both in LD may exhibit significant interactions. If proper
care is not given, this type of interactions may predominates
identification of epistatic interactions [4]. In order to avoid
identifying loci that are in LD, we do not test POCO pairs
that share at least one pair of loci that are in LD. This en-
sures that none of the pairs of loci that are in the prioritized
list are in LD. In the experiments reported in the next sec-
tion, we use 72 to assess the LD between pairs of loci and
consider a pair of loci in LD if they have r? > 0.05.

3. RESULTS AND DISCUSSION

In order to assess the ability of our algorithm in identi-
fying epistatic SNP pairs, we use two independent GWAS
datasets for Type 2 Diabetes (T2D). We first evaluate the
performance of the proposed algorithm on the two datasets
separately and then investigate the reproducibility of iden-
tified epistatic interactions. We also compare the proposed
algorithm against an existing algorithm for fast discovery of
epistatic pairs, iLOCi.

3.1 Datasets

We use two GWAS datasest for T2D. The first dataset
is obtained from the Wellcome Trust Case-Control Consor-
tium (WTCCC) [3]. The second dataset is the eMERGE
dataset obtained from the database of Genotypes and Phe-
notypes (dbGaP) [12]. We filter out the SNPs with MAF
greater than 5%. Moreover, in order to avoid marginal effect
of SNPs, we filter those SNPs with nominal p-value of in-
dividual association less than 107%. Since we are interested
in assessing the reproducibility of identified epistatic pairs,
we work on the genomic loci for which genotype informa-
tion is available in both data sets. In order to extend the
set of common SNPs between the data sets, we also map



Table 1: Descriptive statistics of the POCos identified on
two different GWAS datasets for T2D.

GWAS dataset
WTCCC eMERGE

Number of PoCos 1258 2431
Average size (SNPs) of PoCos 4.46 4.14
Common loci between datasets 497

Significance of overlap 6.28E-12

SNPs that are in strong LD to each other across datasets
(r> > 0.9). We use the genotype calls for 258553 loci pro-
vided by WTCCC on 1999 case and 1504 control samples.
The eMERGE dataset contains genotype calls for 152831
loci on 1007 case and 983 control samples.

3.2 Identification of PoCos

We identify all the PoCos in the two datasets using the
method described in Section Descriptive statistics of
the PoCos identified on each datasets are shown in Ta-
blell We identify 1258 PoCos containing 5618 loci on the
WTCCC data set and 2431 PoCos containing 10084 loci in
the eMERGE data set. The number of loci that are included
in a PoCo in both datasets is 497. Using the hypergeometric
model, the p-value of this overlap is found to be 6.28E — 12
which is highly significant.

3.3 Prioritization Performance

After identifying the PoCos, we rank locus pairs based
on the significance of the interaction between the PoCos
that contain them. Then we test the epistasis between locus
pairs going through this ranking. This approach is based
on the hypothesis that there are more epistatic locus pairs
between POCoO pairs that are more significant in their in-
teraction. In order to assess the validity of this hypothe-
sis, we investigate the relationship between the significance
of the interaction between a POCO pair and the number
of epistatic locus pairs in these POCo0s. For this analysis,
we consider two loci epistatic if their nominal p-value is less
than 0.05. Figure[shows the results of this analysis. As can
be seen in the figure, as the rank of POCO pairs goes down
in terms of the significance of their interaction, the number
of epistatic locus pairs in these PoOCos also decreases. In
another words, the POCO pairs that are ranked higher ac-
cording to the significance of their interaction contain more
epistatic locus pairs. Indeed, the Pearson correlation be-
tween the rank of POCO pairs and the number of epistatic
locus pairs contained within is respectively —0.27 and —0.24
in the WTCCC and eMERGE datasets. This result demon-
strates that the significantly interacting pairs of POCo0s are
indeed more likely to contain epistatic pairs of genomic loci.

Recall that, given the prioritization of locus pairs, we use
a moving threshold to select the pairs to be tested for epis-
tasis. As we consider locus pairs that are ranked lower, the
Bonferroni-adjusted p-value cut-off becomes stricter since
the number of hypotheses goes up. The blue curves in
Figure B show how the number of significant interactions
(p < 0.05 after Bonferroni correction) changes as we test
more locus pairs by relaxing the threshold. Since the ad-
justed p-value cut-off is less stringent at the beginning and
high ranked POCO pairs have more significant interactions,
the number of significantly epistatic loci grows quickly at

the beginning. However, as more pairs (hypotheses) are
tested, the p-value threshold becomes stringent enough that
the number of significant pairs starts declining.

In this analysis, the location of the peak of the curve is an
important indicator of the performance of a prioritization
algorithm in extracting epistatic loci (higher on the y-axis)
while minimizing the number of tests performed (to the left
on the x-axis). Since the blue curve grows steadily until it
reaches a peak at 1K (out of potentially ~ 10'') and 100K
(out of potentially ~ 10'") tests on respectively the WTCCC
and eMERGE datasets, we can conclude that the prioriti-
zation provided by the proposed algorithm can indeed be
useful in practice. It is likely that the discrepancy in the
performance of the algorithm between the two datasets is
because of the number of samples that are available. Since
there are nearly twice the samples available in WTCCC than
in eMERGE, the PoCos discovered on WTCCC are statis-
tically more powerful.

In order to investigate whether the complementary nature
of the loci in the POCo0s has an effect on prioritization per-
formance, we also compare the performance of prioritization
provided by POCo0s to the performance of prioritization pro-
vided by random sets of loci. For this purpose, we repeat the
proposed procedure, described in Section [2:3] 100 times by
using random sets of loci instead of POC0s. We select these
random sets to mirror the number and size distribution of
identified POCo0s and use the same prioritization method,
but by replacing the POCo0s with the random sets of loci.
In Figure[d the red curves show the performance of random
sets in prioritizating epistatic locus pairs.

As seen in Figure [ the number of significant loci identi-
fied using the random sets is much lower than the number
of significant loci identified using PoCos. This observation
suggests that a locus that is recruited into a PoCo is more
likely than a random locus to be involved in an epistatic in-
teraction. This result clearly demonstrates that POCo0s may
indeed be biologically relevant in terms of how they capture
the loci that complement each other in their association with
the phenotype.

3.4 Biological Relevance and Reproducibility

To investigate whether the identified epistatic pairs are
reproducible, we cross-check the significance of the identified
pairs on the two datasets. Our results show that among 22
epistatic pairs of loci identified on the WTCCC dataset, 6
of them are also significant at p < 0.05 in eMERGE dataset.
Furthermore, 3 out of 63 epistatic pairs discovered in the
eMERGE dataset are also significant at p < 0.05 on the
WTCCC dataset. All of these 9 reproducible pairs and their
p-values are presented in Table Note that, due to the
population difference between two dataset, the POCo0s in
WTCCC and eMERGE datasets overlap only to a certain
extent, some of the loci in one dataset are not even tested
in another dataset. This result is particularly encouraging
since significance of individual association and epistasis is
often not reproducible across GWAS datasets.

We also estimate the power of interaction between identi-
fied pairs of loci using odds ratio test. The odds ratio test
is based on the analysis of interaction in contingency tables.
The odds ratio of the most significant pairs of loci identified
on each dataset are shown in Figure

In order to assess the functional relevance and biological
validity of identified epistatic pairs, we map identified pairs
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Figure 5: The performance of prioritization in handling multiple hypothesis testing. The x-axis shows the number
of locus pairs tested for epistasis in the order provided by the prioritization, the y-axis shows the number of locus pairs that
are significant at p < 0.05 after Bonferroni correction for multiple hypothesis testing. The blue curve shows the number of
epistatic loci identified by the proposed algorithm, the red curve shows the 95% confidence interval for the number of epistatic
loci identified by 100 runs of the same prioritization algorithm that works with random sets of loci instead of PoCos.

of loci to genes. For this purpose, we define the region of
interest for a gene as the genomic region that extends from
20kb upstream to 20kb downstream of the coding region
for that gene. Using this definition of region of interest,
we are able to map 23 loci involved in epistatic interactions
identified on the WTCCC dataset to the region of interest
of 14 genes. 6 loci out of these 14 loci are mapped to genes
that are well known to be associated with T2D, including
BAZ2B, TCF7L2, CDKN2B and CNTN1 [10]. Similary, on
the eMERGE data set, 67 of epistatic loci are mapped to
49 genes and 16 of these genes are previously reported to be
associated with T2D [22]. These results suggest that novel
genes found among the prioritized pairs of loci can also be
potential genes involved in T2D and gene-gene interactions
associated with T2D. Furthermore, for 5 of the reproducible
epistatic pairs presented in table [2 both loci in the pair
map to the region of interest of a gene. Pathway analysis
shows that two of these five pairs are involved in G protein-
coupled receptor signalling pathway, which has a role in type
2 diabetes [I].

3.5 Comparison With Other Methods

While there are many algorithms developed to enable fast
testing of epistasis or filtering of locus pairs to be tested,

most algorithms do not follow the ”prioritization” approach
used here. iLOCi [16] is an algorithm that can be considered
a prioritization algorithm. iLOCi accounts for marker de-
pendencies separately in case and control groups. Phenotype-
associated interactions are then prioritized according to a
ranking score calculated from the difference in marker de-
pendencies for every possible pair between case and control
groups. It has been shown [16] that iLOCI algorithm outper-
forms FastEpistasis [2I] in filtering pairs of loci for testing
epistasis. Indeed, FastEpistasis, which is exhaustive search
algorithm, takes about 89 days to run on WTCCC-sized
data [7]. iLOCi is implemented to run in parallel and also
uses GPU to quickly prioritize the pairs of loci.

We apply the analysis we use to assess the performance of
our algorithm in the same way to assess the performance of
iLOCi on the two T2D datasets. The results of this analysis
are shown in Figure[ll As seen in the figure, the prioritiza-
tion of pairs of loci by iLOCIH leads to the identification of 3
significant loci pairs on WTCCC at its peak, which is much
lower than the 22 pairs identified by the proposed algorithm.
On the other hand, iLOCi is able to identify 575 epistatic
pairs on the eMERGE dataset at its peak. However, 205 of
these significant pairs of loci are in LD.
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Figure 6: Odds ratio of the most significant epistatic pairs of loci identified on each dataset. Bars indicate 95%
confidence intervals for the odds ratio of the marginal effects of each locus and the interaction effect.

Table 2: Reproducibility of identified epistatic loci
on two T2D datasets. The first 6 rows show the pairs
of loci that are discovered on the WTCCC dataset and are
reproducible on the eMERGE dataset. The last three rows
show the pairs of loci hat are discovered in eMERGE dataset
and are reproducible in the WTCCC dataset.

p-value of interaction in
Locus pair WTCCC  eMERGE
(rs7852843 , rs3821136) 6.87E-6 0.02
(rs10965212 , rs6810719) 2.63E-5 0.02
(rs7852843 | rs3770699) 4.51E-6 0.04
(rs523096 , rs6810719) 8.38E-6 0.008
(rs564398 , rs6810719) 6.35E-6 0.009
(rs11070218 , rs9966798) | 1.14E-5 9.53E-4
(rs7563869 , rs2426053) 0.022 3.99E-7
(rsb584383 , rs12321799) 0.011 1.55E-7
(rs12199778 , rs368832) 0.018 1.87E-7

As we describe in[2] the proposed method particularly tar-
gets multiplicative models of epistasis. Therefore, compari-
son between this method and methods that target genotype-
based epistasis, including SNPHarvester [24], BOOST [23]
and GWIS [7], would not be informative, since these two
models potentially capture different biological mechanisms
of epistasis.

3.6 Runtime

iLOCi is implemented to run in parallel as well as us-
ing GPU to make the procedure faster. We use a server
with a 2.2 GHz quad-core processor with 50 GB RAM. Run-
ning iLOCi takes about 11 hours to prioritize locus pairs on
eMERGE and 20 hours on WTCCC. Our method, on the
other hand, takes 6 hours to discover POCos on WTCCC
and 4 hours on eMERGE. Since we do not allow PoCos
to overlap, this process cannot be straightforwardly paral-
lelized. Computing the POCoO pair interactions using regres-
sion model takes about 4 hours for WTCCC and 6 hours for
the eMERGE dataset. This stage of computation is paral-
lelized using 12 workers in MATLAB, since each POCO pair
can be tested independently. In total, prioritization of pairs
of loci takes 10 hours on WTCCC dataset and 10 hours

on eMERGE dataset which is faster than iLOCi on both
datasets.

4. CONCLUSION

Statistical tests always involve in a trade-off between false
positives and false negatives. In testing epistasis, since the
number of tests to be performed is quadratic in the number
of genomic loci, multiple hypothesis testing poses signifi-
cant challenges. In this paper, we propose a novel method
to reduce the number of tests to identify epistatic pairs of
genomic loci. Reducing the search space makes the prob-
lem computationally feasible and enables less conservative
assessment of significance. However, this may also lead to
false negatives (true interactions not chosen to be tested by
the prioritization method) and false positives (spurious in-
teractions with moderate nominal p-values that are deemed
significant due to the lower number of tests performed).

Our comprehensive experiments on two T2D datasets sug-
gest that the method identifies a considerable number of
epistatic pairs that are biologically relevant and reproducible
between the two datasets. These results are encouraging in
terms of reducing the number false negatives (larger num-
ber of significant interactions identified as compared to other
methods) and false positives (biological evidence indicating
that interactions that are potentially relevant). However, a
carefully designed simulation study can better characterize
the method’s performance in balancing the trade-off between
false positives and false negatives.

Since our results suggests that POCos may be biologically
relevant, further investigation of the functional relationships
among loci in the same POCo0s may also reveal further in-
sights into the mechanisms of the complementary relation-
ships between genomic loci.
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