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Abstract

Data declustering is an important issue for reducing query response times in multi-disk database systems. In this paper, we propose a declustering method that utilizes the available information on query distribution, data distribution, data-item sizes, and disk capacity constraints. The proposed method exploits the natural correspondence between a dataset with a given query distribution and a hypergraph. We define an objective function that exactly represents the aggregate parallel query-response time for the declustering problem and adapt the iterative-improvement-based heuristics successfully used in hypergraph partitioning to this objective function. We propose a two-phase algorithm that first obtains an initial K-way declustering by recursively bipartitioning the dataset, then applies multiway refinement on this declustering. We provide effective gain models and efficient implementation schemes for both phases. The experimental results on a wide range of realistic datasets show that the proposed method provides a significant performance improvement compared to the state-of-the-art declustering strategy based on similarity-graph partitioning.
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Minimizing query response times is a crucial issue in designing high-performance database systems for application domains such as scientific, spatial and multimedia. These systems are often used interactively and amounts of data to be retrieved for individual queries are quite large. In such database systems, the I/O bottleneck is overcome through parallel I/O across multiple disks. Disks are accessed in parallel while processing a query, so response time for a query can be minimized by balancing the amount of data to be retrieved on each disk. Therefore, data is distributed across multiple disks, respecting disk capacity constraints, in such a way that data items that are more likely to be retrieved together are located into separate disks. This operation is known as declustering.

There have been considerable amount of research on developing strategies to effectively decluster data on several disks in order to achieve minimum I/O cost. Many declustering strategies were developed on declustering multidimensional data structures such as cartesian product files, grid files, quad trees and R-trees [5,8,10,22,26,28,29,32], multimedia databases [1,4,24,30,31], parallel web servers [18], signature files [6], spatial databases and geographic information systems (GIS) [35,36].

In the literature, there exists vast amount of work on mapping-function-based declustering techniques such as Coordinate Modulo Declustering (CMD) [26], Field-wise Exclusive-OR Distribution [21], Hilbert Curve Method [10,17], Lattice Allocation Method [8], and Cyclic Allocation Scheme [32]. Commonly these methods scatter the data into disks in such a way that the neighboring data items in multi-dimensional space are placed into different disks. The applications of these methods are restricted to spatial databases and multi-attribute datasets. Furthermore, if there exists information about query distribution and data sizes, these methods do not exploit such available information.

Recently, Shekhar and Liu [35] proposed a novel declustering technique which can exploit information about query distribution and handle heterogeneous data-item sizes, non-uniform data distributions, and constraints on disk sizes. They model the declustering problem as max-cut partitioning of a weighted similarity graph (WSG). The nodes of WSG correspond to data items and weights associated with edges represent similarity between respective data-item pairs. Here, the similarity between a pair of data items refers to the likelihood that the pair will be accessed together by queries. Hence, maximizing the edge cut in a partitioning of WSG relates to maximizing the chance of assigning similar data items to separate disks. This model was reported [35] to outperform all mapping-function-based strategies in experiments with grid files. In this work, we show that the objective function of max-cut graph par-
tioning does not accurately represent the cost function of declustering. This flaw is because of the fact that WSG is an indirect model and it represents each query defining a single multi-way relation by multiple pairwise relations.

In this work, we propose a direct model for solving the declustering problem by exploiting the correspondence between a dataset with a given query distribution and a hypergraph. Each data item and query in the database system correspond, respectively, to a vertex and a hyperedge (net) of the hypergraph. The hypergraph partitioning (HP) problem has been widely encountered in VLSI layout design [9,25] and partitioning irregular computational domains for parallel computing [3,14]. We define an objective function that exactly represents the total query response time for the declustering problem and adapt the iterative-improvement-based HP algorithms to this objective function. We propose a two phase algorithm that first obtains an initial K-way declustering by recursively bipartitioning the dataset, then applies multiway refinement on this declustering. We provide effective gain models and efficient implementation schemes for both phases. Experimental results on a wide range of realistic datasets show that the proposed model provides significantly better declustering than the WSG model, which is the most promising strategy in the literature.

We define the declustering problem and introduce the notation in Section 2. In Section 3, we introduce the state-of-the-art WSG model and discuss the flaws of this model. We introduce our model and the adaptation of iterative-improvement techniques to the problem in Section 4. In Section 5, we report the experimental results and evaluate the performance of the proposed method.

2 Basic Definitions on Declustering

Declustering problem can be defined in various ways depending on the application. Shekhar and Liu [35] define the problem in a database environment with a given data set and a query set. Information on possible queries can be available in many database applications, possible queries may be predicted using the information on the application or queries may be logged with the reasonable assumption that the queries that will be processed in the future will be similar to the recent ones. In some cases, information on queries may not be available and it can be more appropriate to decluster the data in such a way that the data items sharing a common feature are stored on separate disks. This can be the case in some multimedia servers [24,30] or content-based image retrieval systems [16,31]. Therefore, it will be more convenient to provide a definition of the problem in terms of a set of data items and a set of relations among data items as in the work of Zhou and Williams [37]. The set
of relations may refer to the query set or a possible query may be the union
of a set of relations in many applications.

In the framework of this paper, the declustering problem is defined on a
database system represented as a two-tuple \( (\mathcal{D}, \mathcal{Q}) \). \( \mathcal{D} \) is the set of data items,
where each data item \( d \in \mathcal{D} \) may be a spatial object, a multi-dimensional
vector, a signature, or a cluster of records depending on the application. \( \mathcal{Q} \)
is the set of relations over \( \mathcal{D} \), where a relation \( q \in \mathcal{Q} \) is defined to be a subset of
\( \mathcal{D} \) (i.e., \( q \subseteq \mathcal{D} \)). A relation is a query in applications for which prior information
on queries is available. In some other applications, a relation may be a
pattern, a spatial neighborhood, or a bit position in a signature file. A query
will generally be a union of some relations in such applications. Thus, without
loss of generality, we will use the term query instead of relation throughout
this paper for convenience.

Queries are associated with a relative frequency function \( f : \mathcal{Q} \to [0, 1] \),
where \( f(q) \) shows the likelihood of processing query \( q \), i.e., the tendency of
the data items in \( q \) to be accessed together. Data items are associated with
two size functions \( w, t : \mathcal{D} \to \mathbb{Z}^+ \). Here, \( w(d) \) relates to the amount of storage
requirement for data item \( d \), and \( t(d) \) relates to the retrieval time of \( d \) from
a disk. In practice, these two size functions are closely related since the I/O
time required to retrieve a data item is linearly proportional to its storage
size in general. Such relative weighting might be necessary, because the sizes
of data items can vary significantly in many database systems like GIS or
multimedia applications [35]. In this paper, we will refer to such systems as
database systems with heterogeneous data-item sizes. If all data items have
equal retrieval times, such systems will be referred to as database systems
with homogeneous data-item sizes.

**Definition 1** A \( K \)-way declustering of \( (\mathcal{D}, \mathcal{Q}) \) is a \( K \)-way partition \( \Pi_K = \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_K\} \) of \( \mathcal{D} \) to \( K \) disks, where parts are mutually exhaustive and
disjoint (i.e., \( \bigcup_{k=1}^{K} \mathcal{D}_k = \mathcal{D} \) and \( \mathcal{D}_k \cap \mathcal{D}_\ell = \emptyset \) for \( 1 \leq k \neq \ell \leq K \)).

**Definition 2** A declustering \( \Pi_K \) is said to be feasible if each part \( \mathcal{D}_k \) satisfies
a given disk capacity constraint, i.e., \( W_k = \sum_{d \in \mathcal{D}_k} w(d) \leq C_k \) for \( 1 \leq k \leq K \).
Here, \( C_k \) denotes the capacity of disk \( D_k \).

**Definition 3** In a declustering \( \Pi_K \), response time \( r(q) \) for a query \( q \) is \( r(q) = \max_{1 \leq k \leq K} \{t_k(q)\} \), where \( t_k(q) = \sum_{d \in q \cap \mathcal{D}_k} t(d) \) denotes the total retrieval time
of data items on disk \( D_k \) that qualify for \( q \). The aggregate parallel response
time for a query set \( \mathcal{Q} \) is \( R(\mathcal{Q}) = \sum_{q \in \mathcal{Q}} f(q)r(q) \).

**Definition 4** A declustering \( \Pi_K \) is said to be strictly optimal with respect
to a query set \( \mathcal{Q} \) if and only if it is optimal for every query \( q \in \mathcal{Q} \), i.e.,
\( r(q) = r_{\text{opt}}(q) \), for each \( q \in \mathcal{Q} \).
The problem of finding an optimal distribution of data items in a single query $q$ into $K$ disks is equivalent to the well-known number partitioning problem which is known to be NP-hard [19]. However, for database systems with homogeneous data-item sizes, $r(q) = \max_{1 \leq k \leq K} \{|q \cap D_k|\}$ with the assumption of unit data retrieval time. Thus, this individual problem becomes trivial so that $r_{opt}(q) = |q| / K$. The concept of strict optimality refers to attaining maximum parallelism without any overhead due to allocation conflicts among individual queries. We use the term allocation conflict for the case when the strictly-optimal declustering of a group of queries enforces non-optimal declustering of at least one query.

**Definition 5** In a declustering $\Pi_K$, the aggregate parallel response overhead for a query set $Q$ is $R_O(Q) = \sum_{q \in Q} f(q)(r(q) - r_{opt}(q))$.

**Definition 6** Given a database system $(D, Q)$, the declustering problem is defined as finding a feasible $K$-way declustering $\Pi_K$ that minimizes the aggregate parallel response time $R(Q)$ which is equivalent to minimizing aggregate parallel response overhead $R_O(Q)$.

The equivalence between these two objective functions can easily be seen as follows:

$$R_O(Q) = \sum_{q \in Q} f(q)(r(q) - r_{opt}(q)) = \sum_{q \in Q} f(q)r(q) - \sum_{q \in Q} f(q)r_{opt}(q) = R(Q) - R_{opt}(Q).$$

(1)

Here, $R_{opt}(Q)$ denotes the weighted sum of optimal parallel response times of all queries, which is equal to the aggregate parallel response time of a strictly optimal declustering if it exists. So, $R_{opt}(Q)$ is a constant. Therefore, $R(Q)$ is minimized if and only if $R_O(Q)$ is minimized. $R_O(Q)$ has the nice property of providing information on “how far the declustering is away from being strictly optimal” making the cost equal to zero for a strictly optimal declustering. So, we prefer this metric as the cost function.

### 3 Flaws of Weighted Similarity Graph (WSG) Model

In the model proposed by Shekhar and Liu [35], a database system $(D, Q)$ is represented by a weighted similarity graph $G = (V, E)$. In $G$, $V = D$ so that vertex $v_i$ represents data item $d_i$. Each query $q \in Q$ is represented by a clique of vertices corresponding to the data items that qualify for $q$. That is, each query $q$ induces an edge between every pair of vertices representing its qualifying data items. For database systems with homogeneous data-item sizes, each edge in the clique is weighted with the frequency of $q$. The multiple
edges connecting each pair of vertices of $\mathcal{G}$ are contracted into a single edge of which weight is equal to the sum of weights of the edges it represents. Formally, 
$\mathcal{E} \equiv \{(v_i, v_j) \mid v_i, v_j \in \mathcal{V} \text{ and } \exists q \in \mathcal{Q} \ni d_i, d_j \in q\}$ with $w(v_i, v_j) = \sum_{q \in \mathcal{Q}_{ij}} f(q)$. Here, $\mathcal{Q}_{ij} \subseteq \mathcal{Q}$ is the set of all queries that contain both $d_i$ and $d_j$. Then, the problem of declustering $(\mathcal{D}, \mathcal{Q})$ is formulated as max-cut partitioning of $\mathcal{G}$. The max-cut graph partitioning problem is defined as the task of finding a feasible $K$-way partition $\Pi_K = \{\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_K\}$ of $\mathcal{V}$ that maximizes the cutsize of the partition. The cutsize of $\Pi_K$ is defined as the sum of weights of cut edges, where an edge is said to be cut if it connects a pair of vertices belonging to two different parts. The max-cut graph partitioning problem is known to be NP-hard [19].

In WSG, edge weights represent the similarity between the end vertices, where the similarity between two data items is defined as the likelihood of being accessed together by queries in $\mathcal{Q}$. So, in the WSG model, maximizing the cutsize is expected to minimize the aggregate parallel response overhead through maximizing the likelihood of assigning pairs of data items that are frequently accessed together to separate disks.

Shekhar and Liu [35] prove that the WSG model is able to find a strictly optimal declustering if it exists for a database system with homogeneous data-item sizes. However, if no strictly optimal declustering exists, the optimal partition for the WSG model may be far away from being an optimal declustering. This flaw follows from the fact that the WSG model lacks proper scaling in resolving allocation conflicts among different queries. This is because multi-item relations defined by individual queries are represented as separate pairwise relations between data items.

Consider two different query subsets $\mathcal{Q}_1 = \{\{d_1, d_2, d_3\}\}$ and $\mathcal{Q}_2 = \{\{d_1, d_2\}, \{d_1, d_3\}, \{d_2, d_3\}\}$ in a database system $(\mathcal{D}, \mathcal{Q})$, where $\mathcal{D} = \{d_1, d_2, d_3\}$ and all queries have equal frequencies. Both query subsets induce the same subgraph in WSG, which is a triangle with equally weighted edges, so contributions of $\mathcal{Q}_1$ and $\mathcal{Q}_2$ to the cutsize will be the same under any given partitioning. However, in a two-way declustering where all three data items are assigned to the same part, we will have considerably different parallel response overheads of $R_O(\mathcal{Q}_1) = (R(\mathcal{Q}_1) - R_{opt}(\mathcal{Q}_1))/|\mathcal{Q}| = (3 - 2)/|\mathcal{Q}| = 1/|\mathcal{Q}|$ and $R_O(\mathcal{Q}_2) = (R(\mathcal{Q}_2) - R_{opt}(\mathcal{Q}_2))/|\mathcal{Q}| = (6 - 4)/|\mathcal{Q}| = 2/|\mathcal{Q}|$. In this example, the WSG model overestimates the importance of $\mathcal{Q}_1$ compared to $\mathcal{Q}_2$ in terms of contribution to the cutsize.

In a declustering, the parallel response time for a query $q$ is proportional to the maximum of the number of data items on each disk qualifying for $q$. So the actual objective should be minimizing the distribution imbalances of all queries. However, in the WSG model, contribution of the clique induced by a query $q$ to the cutsize, referred to as the cutsize due to $q$, relates to the variance
\[ D = \{d_1, d_2, \ldots, d_9\} \quad Q = \{q_1, q_2, \ldots, q_{25}\} \]
\[ q_1 = \{d_1, d_2, d_3, d_4, d_5, d_6, d_7, d_8, d_9\} \]
\[ q_2, q_3, \ldots, q_{17} = \{d_i, d_j\}, 1 \leq i \leq 4, 5 \leq j \leq 8 \]
\[ q_{18}, q_{19}, \ldots, q_{25} = \{d_i, d_j\}, 1 \leq i \leq 8 \]

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|}
\hline
Disk 1 & Disk 2 & Disk 3 & Disk 4 & Disk 5 & Disk 6 & Disk 7 & Disk 8 & Disk 9 \\
\hline
\hline
1 & 1 & 1 & 2 & 2 & 2 & 2 & 2 & 2 \\
2 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
3 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
4 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
5 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
6 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
7 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
8 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
9 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
\hline
\end{tabular}
\end{table}

Fig. 1. Adjacency matrix representations of WSG of a sample database system with 9 data items of equal size and 25 queries of equal frequency for 3-way declusterings: (a) \( \Pi'_3 = \{\{d_1, d_2, d_3, d_4\}, \{d_5, d_6, d_7, d_8\}, \{d_9\}\} \) with cusize 48 and aggregate parallel response time 28, and (b) \( \Pi''_3 = \{\{d_1, d_2, d_3, d_4\}, \{d_5, d_6, d_7\}, \{d_8, d_9\}\} \) with cusize 49 and aggregate parallel response time 29. (Note: equal query frequencies are ignored for the sake of clarity).

in the distribution of data items in \( q \) over disks rather than the imbalance of the distribution. In database systems with allocation conflicts among queries, this flaw in the optimization metric may lead to erroneous situations such that larger cutsizes may correspond to worse parallel response times for individual queries. For example, consider two different 3-way declustering \( \Pi'_3 \) and \( \Pi''_3 \) with distributions \([5:5:1] \) and \([6:3:2] \), respectively, for a query \( q \) of size \( |q| = 11 \). Here, size of a query \( q \) refers to the number of data items that qualify for \( q \). In \( \Pi'_3 \), distribution \([5:5:1] \) for \( q \) shows that 5, 5, and 1 data items of \( q \) reside on disks \( D_1, D_2, \) and \( D_3 \), respectively. So, in \( \Pi'_3 \), \( r(q) = \max\{5, 5, 1\} = 5 \) and the cusize due to \( q \) is equal to \((5 \times 5) + (5 \times 1) + (5 \times 1) = 35 \). Although distribution \([6:3:2] \) for \( q \) in \( \Pi''_3 \) incurs a larger (better) cusize of 36 in WSG, it leads to a larger (worse) parallel response time of 6.

We finalize the discussion for the homogeneous case with a complete example. Fig. 1 shows a database system \((\mathcal{D}, Q)\) with 9 data items and 25 queries, and two different 3-way partitions \( \Pi'_3 \) and \( \Pi''_3 \) of the corresponding WSG displayed in adjacency matrix representation. Since WSG is an undirected graph, only the upper triangular portion of its symmetric adjacency matrix is shown. Off-diagonal blocks are colored into grey to show the cut edges of a partition so that the sum of the numbers in grey blocks is equal to the cusize. \( \Pi'_3 \) shown in Fig. 1(a) is the only optimal declustering for \((\mathcal{D}, Q)\), with aggregate parallel response time of 28, and the cusize of \( \Pi'_3 \) on WSG is equal to 48. Although
\( \Pi_3'' \) shown in Fig. 1(b) is an optimal partition of WSG providing a greater cutsize of 49, it incurs a worse aggregate parallel response time of 29. This discrepancy between the objectives of WSG model and the declustering problem is caused by the allocation conflict between the strictly-optimal allocation of query group \( \{ q_2, q_3, \ldots, q_{25} \} \) and query \( q_1 \). The WSG model resolves this conflict by sacrificing optimal allocation of \( q_{25} \) for less variance in the distribution of \( q_1 \) although this does not reduce the parallel response time for \( q_1 \).

For database systems with heterogeneous data-item sizes, Shekhar and Liu [35] scale the weight of each edge \((v_i, v_j)\) of WSG with \( \min\{t(d_i), t(d_j)\}\), that is \( w(v_i, v_j) = \min\{t(d_i), t(d_j)\} \times \sum_{q \in Q_i} f(q) \) for each edge \((v_i, v_j) \in \mathcal{E} \). This scaling factor relates to the possible savings in response time achieved by assigning items \( d_i \) and \( d_j \) to separate disks instead of allocating them into the same disk, i.e., \( \min\{t(d_i), t(d_j)\} = (t(d_i) + t(d_j)) - \max\{t(d_i), t(d_j)\} \). Thus, the sum of possible savings in response times is maximized by maximizing the cutsize on WSG. However, the sum of pairwise savings for a query \( q \) of size greater than 2 is only a coarse approximation to the actual saving achieved by parallelizing the retrieval of \( q \). For instance, for a query \( q = \{d_1, d_2, d_3\} \), with \( t(d_1) = 1, t(d_2) = 2, t(d_3) = 3 \), the weights of edges between corresponding vertices are \( w(v_1, v_2) = 1, w(v_1, v_3) = 1 \) and \( w(v_2, v_3) = 2 \) ignoring the frequency of \( q \). In a two-way declustering \( \Pi_2 = \{D_1 = \{d_1, d_3\}, D_2 = \{d_2\}\} \), the actual saving is \( (t(d_1) + t(d_2) + t(d_3)) - \max\{t(d_1) + t(d_3), t(d_2)\} = 6 - 4 = 2 \), whereas the sum of pairwise savings estimated by the WSG model is \( \min\{t(d_1), t(d_2)\} + \min\{t(d_3), t(d_2)\} = 1 + 2 = 3 \). The WSG model ignores the difference between the retrieval times of data items \( d_2 \) and \( d_3 \), although the decision of allocating \( d_2 \) or \( d_3 \) to the same disk with \( d_1 \) affects the parallel response time for \( q \).

A sample database system for which the WSG model is unable to find the existing strictly-optimal declustering is shown in Fig. 2. \( \Pi'_2 \) shown in Fig. 2(a) is a strictly-optimal two-way declustering with aggregate parallel response time 8. \( \Pi''_2 \) shown in Fig. 2(b) is an optimal partition for WSG model. Although \( \Pi''_2 \) has a larger cutsize than that of \( \Pi'_2 \), it has a worse (larger) aggregate parallel response time 10.

4 Hypergraph Model for Declustering

A database system \((\mathcal{D}, \mathcal{Q})\) can naturally be described as a hypergraph. A hypergraph \( \mathcal{H} = (\mathcal{V}, \mathcal{E}) \) is a generalized version of a graph in which each edge \( e \in \mathcal{E} \), usually referred to as hyperedge, can connect possibly more than two vertices, i.e., \( e \subseteq \mathcal{V} \). So, each hyperedge can naturally represent a query which may define a single relation among more than two data items. That is, in \( \mathcal{H} \),
\[ \mathcal{D} = \{d_1, d_2, d_3, d_4, d_5\} \]
\[ \mathcal{Q} = \{q_1, q_2\} \]
\[ t(d_1) = t(d_2) = t(d_3) = 1, \ t(d_4) = 3, \ t(d_5) = 5 \quad q_1 = \{d_1, d_2, d_3\}, \ q_2 = \{d_1, d_2, d_3, d_4\} \]

Fig. 2. WSG of a sample database system with 5 data items of different retrieval times and 2 queries of equal frequency for two-way declusterings: (a) \( \Pi' = \{\{d_1, d_2, d_3\}, \{d_4, d_5\}\} \) with cusize 5 and aggregate parallel response time 8, and (b) \( \Pi' = \{\{d_2, d_3\}, \{d_1, d_4, d_5\}\} \) with cusize 6 and aggregate parallel response time 10 (Note: equal query frequencies are ignored in the computation of response times for the sake of clarity).

\( \mathcal{V} \equiv \mathcal{D} \) and \( \mathcal{E} \equiv \mathcal{Q} \) so that vertex \( v_i \) represents data item \( d_i \) and hyperedge \( e_j \) represents query \( q_j \). The vertices connected by hyperedge \( e_j \), referred to as pins of \( e_j \), correspond to the data items that qualify for query \( q_j \). Each hyperedge is associated with a weight equal to the frequency of the respective query.

With this representation, the declustering problem for a database system with homogeneous data-item sizes can be modeled as a hypergraph partitioning (HP) problem with proper modification on the objective function. Traditionally, the HP problem is defined as partitioning the hypergraph into equally weighted parts to minimize the weighted sum of connectivities of hyperedges. Here, connectivity of an hyperedge \( e \) refers to the number of parts in which at least one pin of \( e \) is allocated. If the size of each query is less than or equal to the number of disks, then the declustering problem can be exactly modeled as a max-cut HP problem, where the objective function corresponds to maximizing the weighted sum of the connectivities of hyperedges. In the general case, the objective is to minimize the weighted sum of the bottleneck values of pin distributions of hyperedges. Here, the bottleneck value of pin distribution of an hyperedge \( e \) refers to the number of pins of \( e \) in the bottleneck part, which is the part that contains the maximum number of pins of \( e \) over all parts.

As the HP problem is known to be NP-hard [25], a vast amount of research has been conducted to develop efficient heuristics and tools for the solution of this well-known problem. Iterative-improvement heuristics introduced by Kernighan-Lin (KL) [20] and Fiduccia-Mattheyses (FM) [11] have been widely used for graph/hypergraph bipartitioning because of their short run times and good-quality results. The FM algorithm, starting from an initial bipartition,
performs a number of passes until it finds a locally-optimal partition, where each pass consists of a sequence of vertex moves. The fundamental idea is the notion of gain, which is the decrease in the cost of a bipartition by moving a vertex to the other part. The local search strategy adopted in the KLFM approach repeatedly moves the vertex with the maximum gain, even if that gain is negative, and records the best bipartition encountered during a pass. Allowing tentative moves with negative gains brings “hill-climbing ability” to the approach.

The $K$-way HP problem is usually solved by recursive bisection. In this scheme, first, a two-way partition of $\mathcal{H}$ is obtained and then this bipartition is further partitioned in a recursive manner. After $\lg_2 K$ levels, $\mathcal{H}$ is partitioned into $K$ parts. There are also algorithms that try to compute a $K$-way partitioning directly instead of recursive bipartitioning. The most notable of them is Sanchis’s algorithm [34], which is a generalization of FM paradigm to $K$-way partitioning. In this work, we propose a two-phase approach for $K$-way declustering. In the first phase, we perform recursive bipartitioning to obtain an initial $K$-way partition. In the second phase, this initial $K$-way partition/declustering is improved through a direct $K$-way refinement heuristic.

The basic idea behind our declustering algorithms is same for database systems with homogeneous and heterogeneous data-item sizes. However, the concepts and the algorithm are simpler to present for homogeneous data-item sizes. So, in the following section, we describe our declustering algorithm for database systems with homogeneous data-item sizes into detail. Then, we briefly summarize the extension of the algorithm to handle heterogeneous data-item sizes in a separate section. Because of the natural correspondence between a database system and a hypergraph, we describe our algorithms using the database-specific notation of Section 2 instead of hypergraph-specific notation, as much as possible, for clarity of presentation.

4.1 Database Systems with Homogeneous Data-Item Sizes

In this section, without loss of generality, we assume unit retrieval times for data items for simplicity of discussion.

4.1.1 Recursive Bipartitioning Phase

The objective in recursive bipartitioning phase is to attain a “good” initial $K$-way declustering for multiway refinement to be performed in the second phase. Here, we consider a good initial declustering for $K$-way refinement as even distribution of every query across disks. This even query distribution is assumed to avoid a bad locally-optimal declustering providing flexibility in
the search space of the multiway refinement scheme. We have also developed and experimented a more complicated scheme which models, as much as possible, the minimization of the objective function for the final $K$-way declustering during recursive bipartitioning. In this alternative scheme, we keep track of individual query distribution results obtained in the earlier bipartitioning levels and then use this information to dynamically update the best attainable final response time for each query to relax the objective function for later bipartitioning levels. In the experiments, we observed that although this alternative scheme produces $K$-way initial declusterings with less aggregate parallel response time than the simpler even query distribution scheme, it leads to worse multiway refinement results [23].

If $K$ is a power of two, even query distribution objective in the final $K$-way declustering can be achieved by obtaining an even query distribution at each bipartitioning step through adopting the query splitting scheme shown in Fig. 3. Every bipartitioning step resulting in a bipartition $\Pi_2 = \{D_0, D_1\}$ generates two database sub-systems $(D_0, Q_0)$ and $(D_1, Q_1)$. Each query $q \in Q$ is split into two item-wise disjoint sub-queries $q' = q \cap D_0$ and $q'' = q \cap D_1$. Then, these two queries are added to the query sets $Q_0$ and $Q_1$ if $|q'| > 1$ and $|q''| > 1$, respectively. So, the objective of even distribution of these sub-queries at each recursive bipartitioning step models the objective of even distribution of queries into $K$ disks. This scheme can be enhanced to handle any arbitrary $K$ value, which is not restricted to be a power of two, by enforcing properly-imbalanced query distributions rather than even distributions in some bipartitioning steps. However, we will only discuss recursive bipartitioning for the case of $K$ being a power of two for the sake of clarity of presentation.

The cost of a bipartition $\Pi_2$ according to the “goodness” definition discussed above is:

$$\text{cost}(\Pi_2) = \sum_{q \in Q} f(q) \left( \max\{t_0(q), t_1(q)\} - \left\lfloor \frac{|q|}{2} \right\rfloor \right).$$  \hspace{1cm} (2)
\textbf{InitializeGains}((\mathcal{D}, \mathcal{Q}), \Pi_2 = \{\mathcal{D}_0, \mathcal{D}_1\})

\begin{itemize}
  \item Computation of \(t_0(q)\) and \(t_1(q)\)
  \begin{itemize}
    \item for each query \(q \in \mathcal{Q}\) do
      \begin{itemize}
        \item \(t_0(q) \leftarrow t_1(q) \leftarrow 0\)
      \end{itemize}
  \end{itemize}
  \begin{itemize}
    \item for each data item \(d \in q\) do
      \begin{itemize}
        \item \(k \leftarrow \text{part}(d)\) \triangleright \text{part}(d):\) index of the part that contains \(d\)
        \begin{itemize}
          \item \(t_k(q) \leftarrow t_k(q) + 1\)
        \end{itemize}
      \end{itemize}
  \end{itemize}
\end{itemize}

\begin{itemize}
  \item Computation of move gains for all data items
  \begin{itemize}
    \item for each data item \(d \in \mathcal{D}\) do
      \begin{itemize}
        \item \(g(d) \leftarrow 0\)
      \end{itemize}
      \begin{itemize}
        \item for each query \(q\) that contains \(d\) do
          \begin{itemize}
            \item \(\Delta \leftarrow t_k(q) - t_{k-1}(q)\)
            \begin{itemize}
              \item if \(\Delta \geq 2\) then
                \begin{itemize}
                  \item \(g(d) \leftarrow g(d) + f(q)\)
                \end{itemize}
              \end{itemize}
            \end{itemize}
            \begin{itemize}
              \item elseif \(\Delta \leq 0\) then
                \begin{itemize}
                  \item \(g(d) \leftarrow g(d) - f(q)\)
                \end{itemize}
            \end{itemize}
          \end{itemize}
      \end{itemize}
  \end{itemize}
\end{itemize}

Fig. 4. Initial move-gain computation algorithm for bipartitioning.

As all data items are assumed to have unit retrieval time, \(t_k(q)\) denotes the number of data items in part \(\mathcal{D}_k\) that qualify for \(q\), i.e., \(t_k(q) = |q \cap \mathcal{D}_k|\) for \(k = 0, 1\). So, without loss of generality, the gain of moving a data item \(d\) from \(\mathcal{D}_0\) to \(\mathcal{D}_1\) will be

\[ g(d) = \sum_{q: d \in q} f(q)(\max\{t_0(q), t_1(q)\} - \max\{t_0(q) - 1, t_1(q) + 1\}). \tag{3} \]

We will restrict our discussion to the contribution of a specific query \(q\) that contains \(d\) to \(g(d)\). Consider the case \(t_0(q) \leq t_1(q)\), which means that \(\max\{t_0(q), t_1(q)\} = t_1(q)\), prior to the move. Since moving \(d\) to \(\mathcal{D}_1\) will increase \(t_1(q)\) by 1, it will increase the cost due to \(q\) by \(f(q)\), thus \(q\) contributes to \(g(d)\) by \(f(q)\). It is clear from Eq. 3 that the move of \(d\) to \(\mathcal{D}_1\) will incur a decrease in the cost due to \(q\) only if \(t_0(q) - 1 \geq t_1(q) + 1\). So, query \(q\) contributes to \(g(d)\) by \(f(q)\) if \(t_0(q) \geq t_1(q) + 2\) prior to the move. Fig. 4 displays our gain-computation algorithm in pseudo-code.

The efficiency of FM-based algorithms depends on the simplicity and efficiency of maintaining move gains through local updates. We propose an efficient local move-gain update scheme as shown in Fig. 5. Our local update scheme is based on the following observation. When a data item \(d^*\) with maximum gain is selected to move during the course of the algorithm, only the distributions of the queries that contain \(d^*\) change. So, it is sufficient to consider updating the move gains of only the data items that qualify for these queries. Such a query \(q\) incurs a gain update only if the move causes a state transition in the distribution of \(q\), where those states are clearly shown in the gain computation.
UpdateGains(\(D, Q\), \(\Pi_2 = \{D_0, D_1\}\), \(d^* \in D_s\))

for each query \(q\) that contains \(d^*\) do
\[
\Delta \leftarrow t_s(q) - t_z(q)
\]
for each data item \(d \in q\) do

if \(d \in D_s\) then

if \(\Delta = 3\) then

\(g(d) \leftarrow g(d) - f(q)\)

elseif \(\Delta = 2\) then

\(g(d) \leftarrow g(d) - 2f(q)\)

elseif \(\Delta = 1\) then

\(g(d) \leftarrow g(d) - f(q)\)

elseif \(d \in D_z\) then

if \(\Delta = 1\) then

\(g(d) \leftarrow g(d) + f(q)\)

elseif \(\Delta = 0\) then

\(g(d) \leftarrow g(d) + 2f(q)\)

elseif \(\Delta = -1\) then

\(g(d) \leftarrow g(d) + f(q)\)

\(t_s(q) \leftarrow t_s(q) - 1\)

\(t_z(q) \leftarrow t_z(q) + 1\)

part(\(d^*\)) \leftarrow z\) (i.e., move \(d^*\) to part \(D_z\)) and lock \(d^*\)

Fig. 5. Move-gain update algorithm for bipartitioning when \(d^*\) with maximum gain is selected to move from source part \(D_s\) to destination part \(D_z\) where \(z = 1 - s\).

The overall algorithm can be summarized as follows. The algorithm starts from a randomly constructed initial feasible bipartition. The initial move gains are computed using the algorithm shown in Fig. 4. At the beginning of each pass, all data items are unlocked. At each step in a pass, an unlocked data item with maximum move gain (even if it is negative), which does not violate the feasibility criterion, is selected to move to the other part and then it is locked. This locking mechanism, which enforces each data item to be moved at most once during a pass, is needed to avoid thrashing. After the move, the move gains of the affected data items are updated using the algorithm given in Fig. 5. The refinement process within a pass terminates when either no feasible move remains or the sequence of last \(x\) moves does not yield a decrease in the bipartitioning cost. This scheme corresponds to realizing a prefix subsequence of feasible moves, which incurs the maximum decrease in the cost. Here, \(x\) is the window size that determines the hill-climbing ability. A high \(x\) increases the chance of discovering a local minimum that is hidden.
behind a local maximum at the cost of increasing the running time of the algorithm. Window size is usually selected to be a small fraction of the total number of possible moves (i.e., number of data items) for run-time efficiency. \( x = 0.05|\mathcal{D}| \) is used in this work. If the pass terminates due to window-size restriction, the last \( x \) moves are undone since they do not decrease the cost (they might have actually increased the cost). The initial gain computations for the following pass is achieved through this rollback operation. The overall refinement process terminates if the total gain of a pass is not positive.

Selection of moves with maximum gain necessitates maintaining a priority queue, implemented as a binary max-heap in this work. The priority queue should support extract-max, increase-key and decrease-key operations. Increase-key and decrease-key operations are needed because of the gain increment and decrement operations performed during the gain update computations shown in Fig. 5.

### 4.1.2 Multiway Refinement Phase

Although each data item is associated with a single move in bipartitioning, \( K\text{-}1 \) moves are associated with a data item in multiway refinement of a \( K\)-way declustering. Recall that the cost of a \( K\)-way declustering of database system \((\mathcal{D}, \mathcal{Q})\) with homogeneous data-item sizes is

\[
cost(\Pi_K) = R_O(\mathcal{Q}) = \sum_{q \in \mathcal{Q}} f(q)(r(q) - r_{opt}(q)),
\]

where \( r(q) = \max_{1 \leq k \leq K} \{t_k(q)\} \) and \( r_{opt}(q) = |q|/K \). As seen in Eq. 4, a single data-item move may decrease the response time \( r(q) \) of a query \( q \) that has a non-optimal parallel response time only if there exists only one bottleneck disk \( D_b \) for \( q \). In this situation, we say that query \( q \) is critical to disk \( D_b \) since moving a data item that qualifies for \( q \) and resides on \( D_b \) to another disk \( D_z \) may reduce \( r(q) \) by one. However, such a positive move gain of \( f(q) \) is offset if \( t_z(q) = r(q) - 1 \) prior to the move so that the move will not change \( r(q) \). As also seen in Eq. 4, a move can increase the response time \( r(q) \) of a query \( q \) only if a data item moves to a bottleneck disk of \( q \). Thus, a query \( q \) contributes a negative gain of \( f(q) \) to the moves of its qualifying data items to its bottleneck disk(s).

The FM paradigm is quite suitable and efficient for refining a bipartition. However, the refinement of a \( K\)-way partition is much more difficult and complicated than that of a bipartition. A direct generalization of FM paradigm to \( K\)-way refinement proposed by Sanchis [34] for hypergraph partitioning is substantially more expensive. The increase in the computational cost is mainly due to the large number of move-gain updates incurring priority queue
updates, which is approximately $K$ times greater than that of partitioning. There are $K-1$ moves (move directions) associated with each vertex and $K$ parts in the partition, so there are a total of $K(K-1)$ priority queues. Such schemes are stated to be practical for only small $K$ values (e.g., $K < 8$).

In this work, we propose an efficient greedy approach to decrease the number of gain update operations by maintaining a single gain value for each data item rather than $K-1$ move gains. The proposed scheme has the nice property of necessitating only one priority queue rather than $K(K-1)$ priority queues. A vertex move can be viewed as a two-stage process: vertex leaves the source disk on which it resides and then arrives at the destination disk. So, the move gain can considered as the leave gain minus the arrival loss. These two components of a move gain can easily be extracted from the discussion given above. For example, the leave gain of a data item $d$ from disk $D_s$ is equal to the sum of the frequencies of queries that contain $d$ and are critical to $D_s$. So our basic idea is to select the data items according to their leave gains and after each selection try to realize the best move associated with the selected data item. Note that finding the best move corresponds to finding a destination part that minimizes the total arrival loss for the selected data item. In this work, rather than using the actual leave gains we introduce and use a virtual leave-gain concept to associate with data items so that data items are maintained in the priority queue according to these key values. The reasons behind this choice are both declustering quality and run-time efficiency of gain-update operations as will become clear throughout the discussions.

The virtual leave gain $\tilde{g}(d)$ of a data item $d$ that resides on disk $D_s$ is defined as:

$$\tilde{g}(d) = \sum_{q \in Q_+(d,s)} f(q), \quad Q_+(d,s) \equiv \{q \in Q : d \in q \text{ and } t_s(q) > r_{opt}(q)\}. \quad (5)$$

That is, each query $q$ that contains $d$ contributes $f(q)$ to $\tilde{g}(d)$ if the number of data items that qualify for $q$ and reside on $D_s$ is greater than the optimal response time of $q$. This means that it is possible to improve the distribution of query $q$ through moving data item $d$ to an appropriate destination disk $D_2$. Thus, virtual leave gain $\tilde{g}(d)$ is an upper bound on the actual leave gain.

Consider a sample query $q$ of size 10 in a 4-way declustering with $r_{opt}(q) = \lceil 10/4 \rceil = 3$. For both 4-way distributions [4:3:2:1] and [4:4:1:1] of $q$, $q$ contributes a virtual leave gain of $f(q)$ to its 4 qualifying data items residing on disk $D_1$, because $t_1(q) = 4 > 3 = r_{opt}(q)$ in both distributions. Since $q$ is critical to $D_1$ in the former distribution, this virtual leave gain is equal to the actual leave gain and it corresponds to the possibility of attaining actual move gain of $f(q)$ which can be realized by moving a data item of $q$ from $D_1$ to $D_3$ or $D_4$. However, in the latter distribution, this virtual leave gain only corresponds to
InitVirtualLeaveGains((D, Q), ΠK = {D1, ..., DK})

for each query q ∈ Q do
  ▷ Computation of t1...K(q)
  t1...K(q) ← 0

for each data item d ∈ q do
  k ← disk(d) ▷ disk(d): index of the disk that contains d
  t_k(q) ← t_k(q) + 1

▷ Computation of query response times and related variables
  r_{opt}(q) ← \left[ \frac{\sqrt{\text{nl}}} K \right]
  r(q) ← \max_{1 \leq k \leq K} \{ t_k(q) \}
  nb(q) ← |\{ D_k : t_k(q) = r(q) \}|

▷ Computation of virtual leave gains
for each data item d ∈ D do
  k ← disk(d)
  \tilde{g}(d) ← 0

for each query q that contains d do
  if t_k(q) > r_{opt}(q) then
    \tilde{g}(d) ← g(d) + f(q)

Fig. 6. Initial virtual leave-gain computation algorithm for multiway refinement. Note that nb(q), which denotes the number of bottleneck disks for query q, is maintained for each query to simplify the process for testing a query being critical to a disk in move-gain computations as shown in Fig. 7.

The overall algorithm for multiway refinement can be summarized as follows. The algorithm starts from the initial K-way declustering obtained through recursive bipartitioning as described in Section 4.1.1. The initial virtual leave-gain for every data item is computed using the algorithm shown in Fig. 6. This algorithm also contains the other necessary initialization operations. At the beginning of each pass, all data items are unlocked. At each step in a pass, an unlocked data item d* with maximum virtual leave gain is selected. The K−1 actual move gains associated with d* are computed as shown in Fig. 7. Then, the best move associated with d*, which does not violate the feasibility constraint, is realized if the respective gain is positive and then d* is locked. If the best feasible move has zero gain, then it is realized only if it leads to a better declustering in terms of feasibility.

After a move is realized, the virtual leave gains of affected unlocked data items are updated using the algorithm given in Fig. 8. As expected, possible virtual leave-gain updates are restricted only to the data items that qualify for the queries containing the moved data item. As a fortunate property of
ComputeMoveGains((\mathcal{D}, \mathcal{Q}), \Pi_K = \{\mathcal{D}_1, \ldots, \mathcal{D}_K\}, d^* \in D_s)

for each disk \(D_k, k = 1 \text{ to } K \ni k \neq s\) do
  \(g(d^*, k) \leftarrow 0\)

for each query \(q\) that contains \(d^*\) do
  \(\triangleright\) if \(q\) is critical to \(D_s\)
    if \(t_s(q) = r(q)\) and \(r(q) > r_{opt}(q)\) and \(nb(q) = 1\) then
      if \(t_k(q) < r(q) - 1\) then
        \(g(d^*, k) \leftarrow g(d^*, k) + f(q)\)
      elseif \(t_k(q) = r(q)\) then
        \(\triangleright\) if \(D_k\) is a bottleneck disk for \(q\)
        \(g(d^*, k) \leftarrow g(d^*, k) - f(q)\)

Fig. 7. Algorithm for computing the \(K - 1\) actual move gains for selecting the best move associated with data item \(d^*\) that has maximum virtual leave gain.

The virtual leave-gain concept, it is sufficient to consider the update of the virtual leave gains of only those data items that reside on the source and destination disks of the move. This is because of the simple fact that the virtual leave gain of a data item \(d\) depends on only the data items that reside on the same disk with \(d\). Comparison of update algorithms given in Fig. 5 and Fig. 8 shows that the virtual leave-gain update algorithm is at least as simple and efficient as the move-gain update algorithm for bipartitioning. The multiway refinement process within a pass terminates when all data items are explored or the last \(x = 0.05|\mathcal{D}|\) steps do not lead to a move. The overall refinement process terminates if no move is realized in a pass. Note that the hill-climbing capability of the KLFM paradigm is omitted in our algorithm, because data items are moved only if they lead to non-negative gains.

4.2 Database Systems with Heterogeneous Data-Item Sizes

In this section, we mainly discuss the extensions to the algorithms presented in Section 4.1 that are necessary to handle data items with different retrieval times. The omitted details should be assumed to be the same or trivially extendible.

4.2.1 Recursive Bipartitioning Phase

In the case of heterogeneous data-item sizes, the “goodness” of an initial \(K\)-way declustering for multiway refinement corresponds to query distribution with small variance as much as possible. This objective is approximated by balancing the distribution of every query in each bipartitioning step. Thus, for the recursive bipartitioning phase, the cost of a bipartition is:

\[
cost(\Pi_2) = \sum_{q \in \mathcal{Q}} f(q) (\max\{t_0(q), t_1(q)\} - r_{opt}(q)).
\]
**UpdateVirtualLeaveGains**($\mathcal{D}, Q$, $\Pi_K = \{D_1, \ldots, D_K\}$, $d^* \in D_s, D_z$)  

move and lock $d^*$ to $D_z$

for each query $q$ that contains $d^*$ do

$t_s(q) \leftarrow t_s(q) - 1$

t$_z(q) \leftarrow t_z(q) + 1$

d ▷ Update of virtual leave gains

for each unlocked data item $d \in q$ do

if $|t_s(q)| = r_{opt}(q)$ and $d \in D_s$ then

$\bar{g}(d) \leftarrow \bar{g}(d) - f(q)$

if $|t_z(q)| = r_{opt}(q) + 1$ and $d \in D_z$ then

$\bar{g}(d) \leftarrow \bar{g}(d) + f(q)$

d ▷ Update of response time and number of bottleneck disks

if $t_z(q) > r(q)$ then ▷ $r(q)$ increased by the move

$r(q) \leftarrow t_z(q)$

$nb(q) \leftarrow 1$

elseif $t_z(q) = r(q)$ and $t_s(q) < r(q) - 1$ then

▷ $r(q)$ not changed by the move

$nb(q) \leftarrow nb(q) + 1$

elseif $t_z(q) < r(q)$ and $t_s(q) = r(q) - 1$ then

if $nb(q) = 1$ then ▷ $r(q)$ decreased by the move

$r(q) \leftarrow \max_{1 \leq k \leq K} \{t_k(q)\}$

$nb(q) \leftarrow |\{D_k : t_k(q) = r(q)\}|$

else ▷ there are other bottleneck disks

$nb(q) \leftarrow nb(q) - 1$

Fig. 8. Virtual leave-gain update algorithm for multiway refinement when data item $d^*$ is selected to move from disk $D_s$ to $D_z$.

Here, $r_{opt}(q)$ is the optimal response time of query $q$ for a 2-way declustering, which is NP-hard to find. Fortunately, it is not necessary to compute $r_{opt}(q)$ for move gain computations since it is a constant. The move gain of a data item $d$ depends on its retrieval time $t(d)$:

$$g(d) = \sum_{q : d \in q} f(q) (\max\{t_0(q), t_1(q)\} - \max\{t_0(q) - t(d), t_1(q) + t(d)\})$$  \hspace{1cm} (7)$$

assuming $d \in D_0$ without loss of generality. Therefore, the move gain of $d$ can be easily computed by comparing $\Delta = t_0(q) - t_1(q)$ with $t(d)$ for every query $q$ containing $d$. Only three cases need to be checked for initial gain computations as shown in Table 1.

For local gain update, a query $q$ that contains the moved data item $d^*$ incurs a gain update for a data item $d \in q$ only if the move causes a state transition in the distribution of $q$, where the state transitions are at $\Delta = 2t(d)$ and $\Delta = 0$. The six distinct cases that need to be examined for gain update of data item $d$ that resides in the same part with $d^*$ prior to the move are displayed in
Table 1
Initial gain computation for a data item \( d \in D_k \): contribution of a query \( q \) that contains \( d \) to \( g(d) \), where \( \Delta = t_k(q) - t_{1-k}(q) \)

<table>
<thead>
<tr>
<th>Case</th>
<th>Contribution of ( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \geq 2t(d) )</td>
<td>( t(d) )</td>
</tr>
<tr>
<td>( 0 \leq \Delta &lt; 2t(d) )</td>
<td>( \Delta - t(d) )</td>
</tr>
<tr>
<td>( \Delta &lt; 0 )</td>
<td>( -t(d) )</td>
</tr>
</tbody>
</table>

Table 2. As seen in the table, the move necessitates a gain update only if \( 0 < \Delta < 2(t(d) + t(d^*)) \) prior to the move. The six cases that need to be examined for updating the gain of a data item that resides in the other part are symmetric and can be derived easily.

4.2.2 Multiway Refinement Phase

For the multiway refinement phase of heterogeneous case, the virtual leave-gain concept can be generalized as follows for a data item \( d \in D_s \):

\[
\tilde{g}(d) = \sum_{q:d \in q} f(q) \min\{t(d), \max\{0, t_s(q) - r_{opt}(q)\}\}
\]  

That is, the contribution of a query \( q \) that contains \( d \) to \( \tilde{g}(d) \) corresponds to how much the total retrieval time of data items that qualify for \( q \) and reside on \( D_s \) approaches from above to the optimal response time of \( q \) with the leave of \( d \) from \( D_s \). Note that \( \tilde{g}(d) \) is an upper bound on the gain of the best move associated with data item \( d \) as in the homogeneous case. As the number partitioning problem is NP-hard, \( r_{opt}(q) \) values needed for the computation of virtual leave gains are estimated by adapting the best-fit-decreasing heuristic used in solving the \( K \)-feasible bin-packing problem [15]. In this heuristic, data items that qualify for a query \( q \) are assigned to \( K \) bins in decreasing retrieval-time order, where best-fit criterion corresponds to assigning a data item to the bin with minimum sum of retrieval times.

For the local update of virtual leave gains after the move of a data item \( d^* \in q \) from disk \( D_s \) to \( D_z \), it is only necessary to compute the difference between the values of \( \min\{t(d), \max\{0, t_k(q) - r_{opt}(q)\}\} \) for \( k=s \) (before the move) and \( k=z \) (after the move), to update the virtual move gain of a data item \( d \in q \) residing on \( D_s \) or \( D_z \).

For the computation of \( K-1 \) actual move gains of a selected data item \( d^* \), we maintain a variable \( r_2(q) = \max_{1 \leq k \neq b \leq K} t_k(q) \) for each query \( q \), where \( b \) is the index of the bottleneck disk of \( q \) (i.e., \( r(q) = t_b(q) \)). \( r_2(q) \) may also be described as the total retrieval time of \( q \) in its second bottleneck disk. Keeping track of \( r_2(q) \), we can easily decide if a disk is the only bottleneck disk for a
Table 2
Gain update for a data item \( d \in D_s \) when data item \( d^* \in D_s \) is moved to \( D_{1-s} \): change in the contribution of a query \( q \) that contains both \( d \) and \( d^* \) to \( g(d) \), where 
\[
\Delta = t_s(q) - t_{1-s}(q)
\]
prior to the move

<table>
<thead>
<tr>
<th>Case</th>
<th>Contribution of ( q )</th>
<th>Change in contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before move</td>
<td>After move</td>
<td>Before move</td>
</tr>
<tr>
<td>( \Delta \geq 2t(d) )</td>
<td>( \Delta - 2t(d^*) \geq 2t(d) )</td>
<td>( t(d) )</td>
</tr>
<tr>
<td>( \Delta \geq 2t(d) )</td>
<td>( 0 \leq \Delta - 2t(d^*) &lt; 2t(d) )</td>
<td>( t(d) )</td>
</tr>
<tr>
<td>( \Delta &lt; 0 )</td>
<td>( \Delta - 2t(d^*) &lt; 0 )</td>
<td>( -t(d) )</td>
</tr>
</tbody>
</table>

query, so we can compute the contribution of a query \( q \) to the actual gain of moving \( d^* \in q \) from \( D_s \) to \( D_k \) in constant time as follows:

**if** \( t_s(q) = r(q) \) **then** \( \triangleright \) if \( q \) is critical to \( D_s \)

\[
g(d^*, k) \leftarrow g(d^*, k) + f(q)(r(q) - \max\{t_s(q) - t(d), t_z(q) + t(d), r_2(q)\})
\]

**else**

\[
g(d^*, k) \leftarrow g(d^*, k) + f(q)(r(q) - \max\{r(q), t_z(q) + t(d)\})
\]

Note that \( r_2(q) \) corresponds to \( nb(q) \) of the homogeneous case, but \( nb(q) \) is more informative taking advantage of the fact that a move can only cause a unit change in the response time of a query.

4.3 Running-Time Analysis

In the recursive bipartitioning phase, initial-gain computations shown in Fig. 4 take \( \Theta \left( \sum_{q \in Q} |q| \right) \) time for each FM pass. Each FM pass requires at most \( |D| \) extract-max operations since there can be at most \( |D| \) moves in a pass. Gain-update computations dominate the time complexity of each FM pass. As seen in Fig. 5, the number of gain updates associated with a query \( q \) after the move of data item \( d^* \in q \) is at most the number of data items in \( q \) that are unlocked at the time of the move. Since a data item is locked immediately after being moved, the number of unlocked data items in \( q \) becomes one less after each move. Thus, in each FM pass, the number of gain updates associated with a query \( q \) is at most \( |q|(|q| - 1)/2 \). So, gain-update computations necessitate \( O \left( \sum_{q \in Q} |q|^2 \right) \) increase-key and decrease-key operations in a pass.

With a binary heap implementation of priority queue, the cost of an FM pass is \( O(|D| \log |D| + \sum_q |q|^2 \log |D|) = O(\sum_q |q|^2 \log |D|) \). In practice, small number of FM passes (\( \leq 5 \)) are sufficient for convergence. So, the computational cost of a recursive bipartitioning step is \( O(\sum_q |q|^2 \log |D|) \). Since \( |q_z K| \) levels are involved, recursive bipartitioning phase takes \( O(\sum_q |q|^2 \log |D| \log K) \) time. This is
a rather loose bound since it disregards the decrease in the square terms due to the decrease in the query sizes incurred by the query splitting process. For the homogeneous case, in which the objective is even splits of queries, individual square terms effectively reduce by a factor of two after each recursive bipartitioning level. That is, the total number of priority-queue update operations can be written as \( O(\sum_{k=K}^{K-1} \sum_{q} 2^k |q| |2^k|^2) = 2((K-1)/K) O(\sum_{q} |q|^2) = O(\sum_{q} |q|^2) \). So, for practical purposes, the running time reduces to \( O(\sum_{q} |q|^2 \log |D|) \) for the homogeneous case.

The proposed multiway refinement scheme maintains a single gain value (virtual leave gain) for every vertex and hence maintains a single priority queue. So, the running-time analysis given for a bipartitioning step also applies to the multiway refinement phase. There are only two sources of additional cost. The first one is the computation of \( K-1 \) actual move gains for selecting the best move associated with the data item that has the maximum virtual leave gain. As seen in Fig. 7, this additional cost is \( O(|D| K) \). The second one is the update of \( r(q) \) and \( nb(q) \) (\( r_2(q) \) in the heterogeneous case), which is performed when \( r(q) \) is affected by the move. As seen in Fig. 8, this operation can be performed in \( O(K) \) time for each affected query. Since a query \( q \) can be affected by at most \( |q| \) moves, this additional cost is \( O(K \sum_{q} |q|) \). Hence, the running time of the multiway refinement phase is \( O(K(|D| + \sum_{q} |q|) + \sum_{q} |q|^2 \log |D|) = O(K \sum_{q} |q| + \sum_{q} |q|^2 \log |D|) \). Thus the overall running time of the proposed algorithm is \( O(K \sum_{q} |q| + \sum_{q} |q|^2 \log |D| \log K) \), where the \( \log K \) factor disappears in the homogeneous case as discussed above.

It is possible to reduce the effect of the quadratic term in the complexity of our proposed algorithm with a simple engineering approach. Gain-update operations are much cheaper than the associated increase-key and decrease-key operations on the priority queue. After each move, a data item that shares more than one query with the data item being moved can have its gain updated multiple times. However, the modification of priority queue can be performed only once per data item. Based on this observation, it is possible to modify the gain-update algorithm as follows. During each move, we update the gains of data items without modifying the priority queue while maintaining a list of data items that have their gains updated. At the end of the move, we perform increase-key or decrease-key operations for the data items in this list. This improvement reduces the number of priority-queue updates to the number of edges in the similarity graph of the database system.

The running-time analysis of the WSG method [35] is also given here for the sake of performance comparison. The construction of WSG \( G = (V, E) \) for a given database system \( (D, Q) \) involves the construction of \( \Theta(\sum_{q} |q|^2) \) edges. The contractions of multiple edges connecting the same pairs of vertices require search in the adjacency lists of the respective vertices. So, the average running time of the graph construction phase can be given as \( \Theta(\alpha \sum_{q} |q|^2) \),
where $\alpha = |E|/2|V|$ is the average vertex degree in the WSG. The global WSG method [35] is a two-phase approach consisting of recursive-bipartitioning followed by pairwise optimization. In the recursive bipartitioning phase, the running time of an FM pass is $O((|V| + |E|) \log |V|) = O((|D| + |E|) \log |D|) = O(|E| \log |D|)$ with a binary heap implementation of priority queue. It is also assumed that constant number of FM passes are sufficient for convergence in each bipartitioning step. As the cut edges are removed after each bipartitioning step, it can also be assumed that $|\log K|$ recursive bipartitioning levels do not increase the asymptotic complexity. In the pairwise optimization phase, the bipartitioning algorithm is used to refine selected part (disk) pairs until no pairwise improvement is possible. Although this method may require $O(K^2)$ pairwise refinement steps, it converges quickly in practice for sufficiently small $K$ as also mentioned in [35]. So, the running time of the partitioning phase can be assumed to be $O(|E| \log |D|)$. Note that the partitioning time heavily depends on $|E|$, which depends on the similarities among the queries in $Q$. A high level of similarity means smaller $|E|$ in the WSG, which means less partitioning time. However, this also means higher construction time due to the increase in the search time during the contraction of multiple edges between vertex pairs.

The running times of both the proposed and WSG algorithms can be improved for the homogeneous case by using gain-bucket list implementation [11] for the priority queue. This implementation enables almost constant-time priority-queue operations when the range of possible gain values is small. This condition holds for the homogeneous case, so that the $\log |D|$ factor disappears.

### 4.4 Dynamic Databases

The proposed two-phase algorithm is mainly well-suited for static databases. However, the multiway refinement scheme of the second phase is very suitable to adjust an existing declustering to updates in a dynamic database. These updates include insertion and deletion of data items as well as changes in the available query information. Independent of the type of updates, it is possible to consider the current status of the database as an initial declustering. Therefore, the multiway refinement algorithm can be used to refine the declustering to adapt to the updated database. This can be done periodically using the latest query information.

For periodical refinement, the initial declustering is regarded as a $(K+1)$-way declustering as follows. The data items that already exist in the database inherit their current disk allocation in this initial declustering, thus constituting the allocation for the first $K$ disks, $D_1, \ldots, D_K$. The data items that are inserted after the last refinement are temporarily allocated onto a virtual
disk $D_{K+1}$. The data items that are deleted after the last declustering are no longer in the database, so they are not considered any more. With this setting, periodical refinement is performed in two stages. The purpose of the first stage is to induce a $K$-way declustering from the $(K+1)$-way declustering by allowing moves only from disk $D_{K+1}$ to disks $D_1, \ldots, D_K$. The $K$ moves associated with each data item on $D_{K+1}$ are inserted into the respective priority queues according to their respective arrival-loss values. Note that leave gains are not considered since all data items will eventually leave disk $D_{K+1}$. For the same reason, the data items that are currently on $D_{K+1}$ are not considered in arrival-loss computations, i.e., query sizes and $r_{opt}(q)$ values are gradually incremented as data items move from $D_{K+1}$. At each step of the algorithm, a feasible move with minimum arrival-loss value is selected from these $K$ priority queues. After the move of a data-item $d$, arrival-loss values of the moves associated with the data items that share queries with $d$ are updated accordingly. The first stage ends when disk $D_{K+1}$ becomes empty. Then, the second stage is carried on as a multiway refinement over the first $K$ disks as described in Section 4.1.2 or Section 4.2.2.

The period of refinement should be chosen carefully depending on the frequency of updates in the database. The amount of change in the database between two successive refinement steps should be small enough to justify the “goodness” of the initial declustering. Note that the proposed refinement scheme does not encapsulate the I/O cost associated with the migration of data items after each refinement. Encapsulating both the improvement of declustering quality and data-item migration cost is a further research issue.

5 Experimental Results

The proposed direct declustering (DD) algorithm was tested on a collection of database systems obtained by creating synthetic query sets on real datasets. The mapping-function-based declustering schemes perform well for database systems with uniform structure, but their performance degrades for unstructured database systems (e.g., the more the level of page sharing, the worse the performance of CMD in grid files) [35]. Thus, we use unstructured data and query sets and compare the performance of the proposed algorithm with only the WSG model, which can take advantage of existing query information and can handle non-uniform query and data-item sets. A general implementation of the global WSG scheme described in [35] was used in the experiments. Both DD and WSG algorithms were implemented in C language on a Linux platform. All experiments were performed on a PC equipped with a 2 GHz Intel Pentium-IV processor and 500 MB RAM.

Table 3 shows the properties of the nine database systems used in the exper-
Table 3
Properties of database systems used in experiments

<table>
<thead>
<tr>
<th>Class</th>
<th>Dataset</th>
<th>Avg. [P]</th>
<th>Avg. [Q]</th>
<th>Avg. vertex degree in WSG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>Face</td>
<td>844</td>
<td>1024</td>
<td>23.1</td>
</tr>
<tr>
<td>Function</td>
<td>HH</td>
<td>1638</td>
<td>1000</td>
<td>43.3</td>
</tr>
<tr>
<td>Approx.</td>
<td>FR</td>
<td>3338</td>
<td>5000</td>
<td>10.0</td>
</tr>
<tr>
<td>GIS</td>
<td>Airport</td>
<td>1176</td>
<td>2500</td>
<td>22.8</td>
</tr>
<tr>
<td>(Point)</td>
<td>Place90</td>
<td>3382</td>
<td>6000</td>
<td>17.9</td>
</tr>
</tbody>
</table>

The nine datasets used for constructing the database systems can be classified into four groups. The Face dataset is a collection of gray-scale face images containing 144 images from the MIT image database, 300 images from PEPICA and 400 images from the ORL image database [7,27,33]. These 844 images are used to construct an image retrieval system using the algorithm described in [16]. In this algorithm, the significant pixels of the images are extracted by multi-resolution wavelet analysis and a number of significant pixels are kept as signature for each image. Thus, each pixel location defines a relation among the images (data items) that contain the pixel in their signature files. As a query is a signature (i.e., a set of pixel locations), the set of all possible pixel locations in the images naturally constitutes the query set.

The second group of datasets consists of multi-feature point data used for function-approximation experiments [12]. The HH and FR datasets contain 22784 and 40768 points in 16 and 10 dimensions, respectively. These datasets are indexed into a grid directory with cell size restricted to 16 points as described in [13]. The resulting grid directory contains 1638 data pages (data items) for HH and 3338 data pages for FR. A set of synthetic rectangular and diagonal queries is generated assuming Gaussian distribution for both query sides and centers for each dataset.

Other datasets consist of GIS data collected from the National Transportation Atlas Databases [2]. The Airport and Place90 datasets contain 2-dimensional point data. Airport contains the public use airports and landing facilities in the US. Place90 contains place locations from the 1990 Census Master Area reference file. Airport, containing 6735 points, is indexed into a grid file of 1176 pages with cell capacity of 8 points. Similarly, Place90, containing 23651 points, is indexed into a grid file of 3382 pages. The Park, Ntar, State and Bea datasets contain 2-dimensional polygon data. The bounding box of every polygon is considered as a data item for these datasets. Park contains the
national parks, _Ntar_ contains the national transportation analysis regions, _Bea_ contains the economic areas, and _State_ contains the US boundaries with integrated shorelines. A set of synthetic rectangular and diagonal queries are generated for the GIS datasets as for the function-approximation datasets.

As there is significant locality of data items in spatial database systems, the similarities among queries are more regular, i.e., if a pair of queries share some data item, they are likely to share some other neighboring data items. However, as the number of dimensions for multi-dimensional datasets increase, the amount of such locality decreases. For the image dataset, the locality is restricted to pixels, so the variation among queries is high for this database system. Thus, these database systems constitute hard declustering instances that cannot be solved effectively by mapping-function-based strategies since these strategies take advantage of locality.

In Table 3, the cardinalities of data-item and query sets are listed for each database system. Information on average query sizes is also provided to be able to observe the effects of query size on the performances of the algorithms. The average vertex degree in the corresponding WSG of each database system is also displayed. As seen in the table, for datasets with less locality such as _Face_ and _HH_, the average vertex degree is higher since the queries are highly irregular. For all database systems, all queries are assumed to have equal relative frequencies, that is \( f(q) = 1/|Q| \) for each \( q \in Q \).

All nine database systems listed in Table 3 were used in the experiments for homogeneous data-item sizes. In these experiments, unit storage size and retrieval time are assumed for all data items. Only the four database systems containing GIS polygon datasets _Park_, _Ntar_, _Bea_, and _State_ were used in the experiments for heterogeneous data-item sizes. In these experiments, item sizes are taken to be equal to the number of edges in the respective polygons. The retrieval times are taken to be proportional to the item sizes. Disks are assumed to be identical so balanced partitioning of data items into disks is aimed in all experiments.

We have tested \( K = 4, 8, 16, 32 \) way declustering of every database system. For a specific \( K \) value, \( K \)-way declustering of a database system constitutes a declustering instance. During recursive bipartitioning phase of both WSG and DD algorithms, initial bipartitions are constructed randomly. So, both algorithms are executed 10 times with different random seeds for each declustering instance. The average performance results are displayed in Tables 4--6. The bottom parts of these tables display the geometric means of every performance figure over all database systems for each \( K \).

Two performance metrics, namely aggregate parallel response time \( R(Q) \) and aggregate parallel response overhead \( R_o(Q) \) defined in Section 2, are used to
measure the qualities of the obtained declustering. In Tables 4 and 5, the ideal response time refers to the aggregate parallel response time of a strictly optimal declustering if it exists. So, it is effectively a lower bound for the optimal response time. Note that ideal response overhead for a declustering is zero by definition. As all queries have equal relative frequencies, aggregate parallel response overhead of a declustering becomes

\[ R_O(Q) = \frac{\sum_{q \in Q} (r(q) - r_{opt}(q))}{|Q|}. \]  

(9)

So, this value effectively refers to the average deviation from optimal parallel response time per query. Thus, especially for the case of homogeneous data-item sizes, aggregate parallel response overhead provides a general measure to compare the performances of the algorithms for different database systems independent of their sizes. For example, as shown in Table 4, the response overhead values for database systems involving datasets Face and HH, which were declared to be difficult to parallelize, are substantially higher than those for other database systems.

In the experiment for homogeneous data-item sizes, the objective of declustering fits the balanced partitioning objective as both retrieval times and storage sizes for all data items are assumed to be equal. So we preferred to ignore the feasibility constraint mentioned in Definition 2 during the course of both WSG and DD algorithms in these experiments. Substantially small percent storage imbalance values were obtained as displayed in the last two columns of Table 4. The percent storage imbalance value of a given declustering is computed as \( 100 \times (W_{max} - W_{avg}) / W_{avg} \), where \( W_{max} \) denotes the load of the most heavily-loaded disk and \( W_{avg} \) denotes the load of each disk under perfect load balance condition. Note that for homogeneous data-item sizes, \( W_{max} = \max_{1 \leq k \leq K} |D_k| \) and \( W_{avg} = |D| / K \).

As seen in Table 4, the proposed DD algorithm performs better than the WSG algorithm for all declustering instances except 4-way declustering of Park. The performance gap increases with increasing \( K \) in favor of our DD algorithm for all database systems. In terms of the mean parallel response overhead values given at the bottom of the table, the DD algorithm produces 5%, 15%, 35%, and 63% better declusterings than the WSG algorithm for \( K = 4, 8, 16, \) and 32, respectively. This experimental finding can be attributed to the success of our \( K \)-way refinement scheme in comparison to the pairwise optimization scheme of the WSG algorithm. As seen in Table 4, although the percent improvement of DD over WSG is substantially large in terms of parallel response overhead, this improvement is smaller in terms of parallel response time. However, the percent improvement in terms of parallel response time is higher for hard declustering instances involving datasets Face and HH as compared to other declustering instances.
### Table 4
Performance comparison for database systems with homogeneous data-item sizes

<table>
<thead>
<tr>
<th>Data set</th>
<th>K</th>
<th><strong>Agg. parallel response time</strong></th>
<th><strong>Agg. parallel response ovhd</strong></th>
<th><strong>% storage imbalance</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WSG</td>
<td>DD</td>
<td>WSG</td>
</tr>
<tr>
<td><strong>Face</strong></td>
<td>4</td>
<td>6.15</td>
<td>6.83</td>
<td>6.81</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.32</td>
<td>4.15</td>
<td>4.05</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.92</td>
<td>2.78</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.26</td>
<td>2.03</td>
<td>1.79</td>
</tr>
<tr>
<td><strong>HH</strong></td>
<td>4</td>
<td>11.20</td>
<td>11.99</td>
<td>11.99</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5.84</td>
<td>6.82</td>
<td>6.71</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3.18</td>
<td>4.24</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.86</td>
<td>2.86</td>
<td>2.60</td>
</tr>
<tr>
<td><strong>FR</strong></td>
<td>4</td>
<td>2.88</td>
<td>3.32</td>
<td>3.27</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.72</td>
<td>2.20</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.18</td>
<td>1.60</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.02</td>
<td>1.26</td>
<td>1.17</td>
</tr>
<tr>
<td><strong>Airport</strong></td>
<td>8</td>
<td>3.30</td>
<td>3.74</td>
<td>3.72</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.93</td>
<td>2.37</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.28</td>
<td>1.65</td>
<td>1.52</td>
</tr>
<tr>
<td><strong>Place90</strong></td>
<td>4</td>
<td>4.85</td>
<td>5.20</td>
<td>5.18</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.70</td>
<td>3.07</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.65</td>
<td>1.97</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.16</td>
<td>1.39</td>
<td>1.30</td>
</tr>
<tr>
<td><strong>Park</strong></td>
<td>4</td>
<td>5.38</td>
<td>5.53</td>
<td>5.54</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.90</td>
<td>3.09</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.73</td>
<td>1.89</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.25</td>
<td>1.35</td>
<td>1.30</td>
</tr>
<tr>
<td><strong>Ntar</strong></td>
<td>4</td>
<td>7.68</td>
<td>7.95</td>
<td>7.92</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.04</td>
<td>4.36</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.30</td>
<td>2.52</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.52</td>
<td>1.64</td>
<td>1.59</td>
</tr>
<tr>
<td><strong>Bea</strong></td>
<td>4</td>
<td>7.07</td>
<td>7.40</td>
<td>7.38</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.74</td>
<td>4.13</td>
<td>4.10</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.14</td>
<td>2.43</td>
<td>2.37</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.45</td>
<td>1.61</td>
<td>1.55</td>
</tr>
<tr>
<td><strong>State</strong></td>
<td>4</td>
<td>8.75</td>
<td>9.08</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4.58</td>
<td>4.97</td>
<td>4.89</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.56</td>
<td>2.86</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.62</td>
<td>1.83</td>
<td>1.74</td>
</tr>
</tbody>
</table>

Geometric means over all database systems

<table>
<thead>
<tr>
<th></th>
<th>4</th>
<th>6.27</th>
<th>6.70</th>
<th>6.67</th>
<th>0.37</th>
<th>0.35</th>
<th>1.1</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td>3.30</td>
<td>3.88</td>
<td>3.81</td>
<td>0.44</td>
<td>0.38</td>
<td>2.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.99</td>
<td>2.43</td>
<td>2.32</td>
<td>0.38</td>
<td>0.28</td>
<td>4.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.36</td>
<td>1.68</td>
<td>1.58</td>
<td>0.27</td>
<td>0.16</td>
<td>6.0</td>
<td>1.6</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Data set</th>
<th>K</th>
<th>Agg. parallel response time</th>
<th>Agg. parallel response overhead</th>
<th>% storage imbalance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Ideal</td>
<td>WSG</td>
<td>DD</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>358.5</td>
<td>416.6</td>
<td>400.3</td>
</tr>
<tr>
<td>Park</td>
<td>8</td>
<td>300.8</td>
<td>329.3</td>
<td>317.2</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>295.0</td>
<td>303.2</td>
<td>295.9</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>295.0</td>
<td>296.6</td>
<td>295.1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>869.4</td>
<td>1000.4</td>
<td>988.0</td>
</tr>
<tr>
<td>Near</td>
<td>8</td>
<td>563.8</td>
<td>675.5</td>
<td>661.1</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>473.7</td>
<td>513.8</td>
<td>502.7</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>461.9</td>
<td>468.4</td>
<td>463.4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>942.5</td>
<td>1092.5</td>
<td>1089.2</td>
</tr>
<tr>
<td>Best</td>
<td>8</td>
<td>589.7</td>
<td>727.3</td>
<td>715.5</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>477.8</td>
<td>539.5</td>
<td>528.9</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>459.7</td>
<td>471.8</td>
<td>468.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>755.0</td>
<td>866.9</td>
<td>852.9</td>
</tr>
<tr>
<td>State</td>
<td>8</td>
<td>520.1</td>
<td>602.4</td>
<td>586.9</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>461.4</td>
<td>484.5</td>
<td>475.9</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>457.0</td>
<td>459.7</td>
<td>457.2</td>
</tr>
</tbody>
</table>

Geometric means over all database systems

<table>
<thead>
<tr>
<th>K</th>
<th>Agg. parallel response time</th>
<th>Agg. parallel response overhead</th>
<th>% storage imbalance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ideal</td>
<td>WSG</td>
<td>DD</td>
</tr>
<tr>
<td>4</td>
<td>686.3</td>
<td>792.6</td>
<td>778.6</td>
</tr>
<tr>
<td>8</td>
<td>477.6</td>
<td>558.7</td>
<td>544.7</td>
</tr>
<tr>
<td>16</td>
<td>419.0</td>
<td>449.2</td>
<td>439.9</td>
</tr>
<tr>
<td>32</td>
<td>411.3</td>
<td>446.6</td>
<td>414.0</td>
</tr>
</tbody>
</table>

In the experiments for heterogeneous data-item sizes, percent storage imbalance ratio of 10% is enforced in both WSG and DD algorithms. As seen in the last two columns of Table 5, storage imbalance in all declustering instances is below this threshold except in 16- and 32-way declusterings of Park. This is due to high variation on data-item sizes and small number of data items in the Park data set. As seen in Table 5, storage imbalance values are comparable in the declusterings produced by WSG and DD algorithms. As also seen in the table, the proposed DD algorithm produces better declusterings than the WSG algorithm in all 16 declustering instances. As in the case of homogeneous data-item sizes, the performance gap increases with increasing $K$ in favor of our DD algorithm for all database systems.

Table 6 shows the comparison of execution times of WSG and DD on database systems used in the experiments. The execution time of WSG is decomposed into construction time and partitioning time, which are labeled as “cons.” and “part.”, respectively. In terms of partitioning times in the homogeneous case, while DD is faster than WSG for small number of disks, it becomes slower with increasing number of disks as expected from the running-time analysis.
## Table 6
Average execution times of WSG and DD algorithms in seconds

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$K$</th>
<th>WSG cons.</th>
<th>WSG part.</th>
<th>WSG total</th>
<th>DD cons.</th>
<th>DD part.</th>
<th>DD total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>4</td>
<td>0.12</td>
<td>0.29</td>
<td>0.41</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.35</td>
<td>0.47</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.47</td>
<td>0.59</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.59</td>
<td>0.71</td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH</td>
<td>4</td>
<td>0.34</td>
<td>1.06</td>
<td>1.40</td>
<td>0.20</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.00</td>
<td>1.34</td>
<td>0.33</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.09</td>
<td>1.43</td>
<td>0.53</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.29</td>
<td>1.63</td>
<td>0.79</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>FR</td>
<td>4</td>
<td>0.29</td>
<td>0.53</td>
<td>0.82</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.41</td>
<td>0.70</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.53</td>
<td>0.82</td>
<td>1.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.65</td>
<td>0.94</td>
<td>1.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Airport</td>
<td>4</td>
<td>0.16</td>
<td>0.18</td>
<td>0.34</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.24</td>
<td>0.40</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.24</td>
<td>0.40</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.24</td>
<td>0.40</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Place90</td>
<td>4</td>
<td>0.39</td>
<td>0.53</td>
<td>0.92</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.53</td>
<td>0.92</td>
<td>1.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.47</td>
<td>0.86</td>
<td>2.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.71</td>
<td>1.10</td>
<td>2.81</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Park</td>
<td>4</td>
<td>0.10</td>
<td>0.12</td>
<td>0.22</td>
<td>0.08</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.12</td>
<td>0.22</td>
<td>0.11</td>
<td>0.06</td>
<td>0.16</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.12</td>
<td>0.22</td>
<td>0.16</td>
<td>0.06</td>
<td>0.16</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>0.12</td>
<td>0.22</td>
<td>0.19</td>
<td>0.12</td>
<td>0.16</td>
<td>1.96</td>
</tr>
<tr>
<td>Ntar</td>
<td>4</td>
<td>1.78</td>
<td>1.35</td>
<td>3.13</td>
<td>0.78</td>
<td>2.35</td>
<td>4.13</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.65</td>
<td>3.43</td>
<td>5.03</td>
<td>1.03</td>
<td>2.47</td>
<td>4.25</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.12</td>
<td>3.90</td>
<td>6.02</td>
<td>1.44</td>
<td>2.65</td>
<td>4.43</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>2.76</td>
<td>5.54</td>
<td>8.30</td>
<td>1.59</td>
<td>3.59</td>
<td>5.37</td>
</tr>
<tr>
<td>Bea</td>
<td>4</td>
<td>3.15</td>
<td>2.82</td>
<td>5.97</td>
<td>1.70</td>
<td>3.24</td>
<td>6.39</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3.35</td>
<td>6.50</td>
<td>9.84</td>
<td>2.42</td>
<td>3.12</td>
<td>6.27</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>3.88</td>
<td>7.03</td>
<td>10.91</td>
<td>3.91</td>
<td>3.29</td>
<td>6.44</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>4.71</td>
<td>7.86</td>
<td>12.57</td>
<td>5.92</td>
<td>4.43</td>
<td>7.58</td>
</tr>
<tr>
<td>State</td>
<td>4</td>
<td>2.82</td>
<td>1.65</td>
<td>4.47</td>
<td>1.06</td>
<td>2.71</td>
<td>5.53</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.00</td>
<td>4.82</td>
<td>6.82</td>
<td>1.43</td>
<td>2.86</td>
<td>5.68</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.53</td>
<td>5.35</td>
<td>7.88</td>
<td>2.08</td>
<td>3.00</td>
<td>5.82</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>3.35</td>
<td>6.17</td>
<td>9.52</td>
<td>3.46</td>
<td>4.00</td>
<td>6.82</td>
</tr>
</tbody>
</table>

*Geometric means over all database systems*

<table>
<thead>
<tr>
<th>$K$</th>
<th>WSG cons.</th>
<th>WSG part.</th>
<th>WSG total</th>
<th>DD cons.</th>
<th>DD part.</th>
<th>DD total</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.47</td>
<td>0.61</td>
<td>1.12</td>
<td>0.35</td>
<td>1.05</td>
<td>2.20</td>
</tr>
<tr>
<td>8</td>
<td>0.66</td>
<td>1.16</td>
<td>1.82</td>
<td>0.48</td>
<td>1.07</td>
<td>2.21</td>
</tr>
<tr>
<td>16</td>
<td>0.77</td>
<td>1.25</td>
<td>2.02</td>
<td>0.56</td>
<td>1.12</td>
<td>2.36</td>
</tr>
<tr>
<td>32</td>
<td>0.91</td>
<td>1.45</td>
<td>2.36</td>
<td>1.23</td>
<td>1.66</td>
<td>2.58</td>
</tr>
</tbody>
</table>
given in Section 4.3. However, as seen in the table, the WSG construction time is significant so that the proposed DD algorithm is faster than WSG in total declustering time in 29 out of 36 declustering instances. Moreover, DD remains to be faster than WSG for all $K$ on average. The instances for which WSG runs faster correspond to the declustering of database systems with high level of locality (e.g., Airport, Place90 and FR) across large number of disks. On the other hand, DD runs much faster on database systems with lower level of locality (e.g., Face and HH). Fortunately, this is consistent with the performance gap between the two algorithms, i.e., there is no trade-off between declustering time and quality. Consequently, we can conclude that optimization-based declustering techniques provide a powerful alternative to mapping-function-based techniques. Although mapping-function-based strategies fit well to structured database systems, the WSG model can be the best choice for unstructured datasets with high locality. On the other hand, DD is a good alternative for database systems with lower level of locality (e.g., high-dimensional datasets or image databases). Moreover, WSG and DD can be effectively used together for initial partitioning and K-way refinement, respectively.

In the case of heterogeneous systems, the execution time of WSG is not affected since the underlying algorithm remains the same. On the other hand, DD is slower on heterogeneous data compared to homogeneous. This is due to the $\log K$ factor that remains in the running time of recursive bipartitioning phase in the heterogeneous case as discussed in Section 4.3. However, this result actually poses a trade-off between declustering quality and time when we consider the significance of the performance gap between WSG and DD in heterogeneous database systems.

6 Conclusion

In the literature, vast amount of research is devoted to finding appropriate mapping functions to decluster structured data. There exist many techniques that provide reasonable bounds on the aggregate or maximum query response time for specific data structures. However, the problem can arise in various applications for which the data may not be structured. In such cases, a general tool for declustering is necessary. The only model in literature that provides such generality is the weighted-similarity-graph (WSG) model, which exploits available information on query and data distribution and data sizes with no restriction on the structure of the data or query sets. Our study contributes to this approach by providing a direct model to solve the problem. Although WSG is an elegant model that has reasonable performance for a wide range of instances, the performance of the algorithm degrades as the degree of locality in the dataset decreases. Such degradation is caused by the fact that the
model cannot capture the individual multi-item relations among data items as demonstrated in this study. As a result, this study provides a general framework for the declustering problem, which is scalable in terms of the degree of locality of the data.

The second phase of the proposed algorithm introduces an original approach to the problem of multiway data partitioning. The leave-gain concept provides a reasonable approximation to multiway move gains. This concept can be extended for other partitioning problems with different cost functions to get a faster way of performing multiway refinement on partitions. An effective hybrid approach can be refining the declustering generated by the WSG model using the proposed multiway refinement scheme. Another interesting question will be how to generalize the proposed method for handling systems with heterogeneous disks in terms of storage space or I/O speed.
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