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During genomic revolution, algorithmic and analytical methods for organizing,
integrating, analyzing, and querying biological sequence data proved invaluable.
Today, increasing availability of high-throughput data pertaining functional states
of biomolecules, as well as their interactions, enables genome-scale studies of
the cell from a systems perspective. The past decade witnessed significant efforts
on the development of computational infrastructure for large-scale modeling
and analysis of biological systems, commonly using network models. Such
efforts lead to novel insights into the complexity of living systems, through
development of sophisticated abstractions, algorithms, and analytical techniques
that address a broad range of problems, including the following: (1) inference
and reconstruction of complex cellular networks; (2)identification of common
and coherent patterns in cellular networks, with a view to understanding the
organizing principles and building blocks of cellular signaling, regulation, and
metabolism; and (3) characterization of cellular mechanisms that underlie the
differences between living systems, in terms of evolutionary diversity, development
and differentiation, and complex phenotypes, including human disease. These
problems pose significant algorithmic and analytical challenges because of the
inherent complexity of the systems being studied; limitations of data in terms of
availability, scope, and scale; intractability of resulting computational problems;
and limitations of reference models for reliable statistical inference. This article
provides a broad overview of existing algorithmic and analytical approaches to
these problems, highlights key biological insights provided by these approaches,
and outlines emerging opportunities and challenges in computational systems
biology. © 2009 John Wiley & Sons, Inc. WIREs Syst Biol Med
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In post-genomic biology, the nature and scale of data
that pertain to the structure, function, and organi-
zation of biomolecules present novel opportunities for
exploratory research. Along with these opportunities,
the large volume and high dimensionality of data
pose significant challenges in terms of management,
annotation, and integration of data, as well as trans-
formation of data into biological knowledge through
large-scale mining and analysis. As demonstrated
by the large-scale application of sequence alignment
tools, such as BLAST! and CLUSTAL,? computational
models and algorithms prove extremely useful in the
development of tools for exploring, manipulating, and
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interpreting large data sets. Furthermore, algorithmic
and analytical approaches render the study of complex
biological systems tractable, through development
of sophisticated abstractions.?> This article presents
a broad overview of computational algorithms and
analytical techniques that provide useful insights into
the complexity of biological systems.

GENOME-SCALE DATA ON
BIOMOLECULES AND THEIR
INTERACTIONS

Recent technological advances in biological data
collection and acquisition enable interrogation of
biological systems at multiple levels, generating
genome-scale data on the structure, abundance,
activity, and interactions of biomolecules. These
diverse data sources, often referred to as omic data,
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are illustrated in the context of the central dogma of
molecular biology in Figure 1.

Genome

At the level of DNA, genomic data uncover the infor-
mation that is stored in the genomes of organisms and
passed across generations. These include sequences
of genes coding for functional proteins, regulatory
motifs that serve as markers for the regulation of the
expression of specific genes, as well and individual
differences in the genetic composition of populations,
such as single nucleotide polymorphisms (SNPs—com-
mon individual differences at a single nucleotide base*)
and copy number variations (CNVs—multiplicity or
lack of certain DNA segments in genomic sequences’).
Genome sequencing is traditionally achieved through
exploitation of the natural process of DNA replica-
tion. On the other hand, identification of SNPs® and
CNVs,” as well as precise sequences of small genomes
(e.g., human immunodeficiency virus) are often carried
out using DNA microarrays, which exploit the nat-
ural process of hybridization. However, sequencing
technology and associated computational techniques
are being transformed by the emergence of short-
read sequence data, also known as next-generation
sequencing.'3°

Transcriptome

DNA microarrays are also commonly used to monitor
the retrieval of genomic information under various
conditions.® More specifically, the relative amount of
mRNA molecules that are present in a sample can
be measured simultaneously for thousands of mRNA
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sequences (franscriptome), enabling comparison of the
expression of thousands of genes in a given sample
or across samples.” Although the expression of a
gene at the transcriptomic level serves as a proxy to
the abundance of the corresponding protein in the
sample, it does not necessarily capture the functional
activity of the protein'® because protein expression
is also regulated after transcription, through several
mechanisms including mRNA degradation, alternative
splicing, and post-translational modification.!!

Proteome

Proteomic screening, on the other hand, captures
molecular activity at the functional level.'> A common
method, 2-D polyacrylamide gel electrophoresis
enables separation of proteins in a given sample
based on their electrochemical properties (e.g.,
isoelectric point or mass). Separated proteins can
then be identified using mass spectrometry (MS).!3
Although proteomic screening techniques are useful in
quantifying the expression, as well as modification of
proteins at the functional level, established proteomic
screening techniques can only monitor the expression
of a limited subset of proteins in the cell at a time.
Furthermore, techniques such as flow cytometry allow
screening of protein activity at the resolution of
thousands of individual cells; however, this comes at
the price of a very limited coverage of the proteome.'*

Interactome

In addition to abundance at the level of single
molecules, current high-throughput screening tech-
niques enable identification of physical interactions
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FIGURE 1 | Description of omic data

Execution sets in the context of central dogma.
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between proteins. A common method, yeast two-
hybrid (Y2H) screening identifies interactions between
pairs of proteins by exploiting the modularity of the
activating and binding domains of eukaryotic tran-
scription factors.!> Namely, in Y2H, the activating
and binding domains of a specific transcription factor
are separated, and each domain is fused to one of
the two (prey and bait) proteins. Subsequently, the
interaction between the two proteins is captured by
the expression of a reporter gene that is the target
of the transcription factor. Tandem affinity purifica-
tion (TAP), on the other hand, identifies interactions
between a single bait protein and multiple other
proteins.'® This is achieved by tagging the protein
of interest and introducing it to the host. Once the
bait protein is retrieved along with other proteins
attached to it, these interacting partners are identified
using MS.

Experimentally identified protein—protein inter-
actions (PPIs) are organized into PPI networks, which
provide a high-level and static description of cellular
organization, commonly referred to as the inter-
actome. Currently, established PPI network models
assume binary interactions between pairs of proteins,
which is naturally descriptive of the outcome of Y2H
screening. On the other hand, multiple interactions
identified by TAP are represented by either a star net-
work around the bait protein (spoke model) or a clique
of all proteins retrieved by the bait protein, includ-
ing itself (matrix model).!” An important limitation
of high-throughput PPIs, however, is their incomplete
and noisy nature.'>!8 Furthermore, these interactions
only represent a snapshot of the dynamical organiza-
tion of proteins in the cell.!” Currently available PPI
data sets are also highly prone to ascertainment bias.

Metabolome

Metabolism, i.e., chains of chemical reactions that
transform various forms of matter and energy into
one another, is one of the fundamental processes
in living systems. The organization of metabolic
reactions is generally abstracted using metabolic
network models, which represent the complex web
of relationships between metabolites (compounds
consumed and/or produced by reactions) and enzymes
(gene products that catalyze reactions). Today,
several well-characterized metabolic pathways for
diverse species are available in public databases.
However, large-scale analyses of the kinetics of
metabolic networks are bound by data availability and
computational complexity. Nevertheless, flux balance
analyses that rely on steady-state assumption provide
significant insights into the dynamics of metabolism.?’

Algorithmic and analytical methods in network biology

The logistic support for such analyses comes from
monitoring of the abundance of metabolites via
nuclear magnetic resonance and MS, as well as
monitoring of the abundance and functional activity
of enzymes through transcriptomic and proteomic
screening.

NETWORK INFERENCE: GENETIC
REGULATION AND CELLULAR
SIGNALING

The cell adapts to its environment by recognition
and transduction of a broad range of environmental
signals, which in turn activate response mechanisms
by regulating the expression of proteins that take
part in the corresponding processes.”! Mechanisms
of cellular signaling and genetic regulation also play
key roles in cellular communication in multicellular
organisms, including developmental processes. A
fundamental challenge in systems biology is therefore
to reconstruct networks that describe cellular signaling
and regulation, with a view to deriving maps of
interconnectivity and functional relationships between
molecules.?> These maps are then used to derive
chemically accurate representations of biochemical
events within signaling networks, through detailed
mathematical models that capture the dynamics of
cellular systems.

Inference of protein interactions
Transduction of cellular signals is generally carried
out through a complex web of interactions between
proteins. Therefore, an important step toward recon-
structing cellular networks involves identification of
PPIs. As discussed in the previous section, although
high-throughput screening techniques such as Y2H
and TAP can identify physical interactions between
many proteins, the interactions identified by these
techniques are often incomplete and highly noisy.!®
For this reason, many bioinformatics approaches also
utilize other sources of molecular data for in silico
identification of PPIs.?3

Common approaches to computational predic-
tion of PPIs are illustrated in Figure 2. As seen in the
figure, the recurring idea in computational prediction
of PPIs is the premise that functionally associated
proteins are likely to consistently appear together
in different contexts. At the evolutionary level, such
correlations are detected through assessment of co-
evolution between proteins—that is, the degree of
correlation between the conservation of two or more
proteins in diverse species.”* For this purpose, a phy-
logenetic profile is constructed for each protein of
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FIGURE 2 | lllustration of the general principles of common
computational methods for predicting protein—protein interactions. In
the upper panel, black and white boxes, respectively, indicate existence
and absence of a homolog in the corresponding genome. In the lower
panel, the red and green shades of boxes, respectively, indicate the
degree of up- and down-regulation of the coding gene with respect to
the corresponding condition.
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interest, which is a vector of values indicating the
presence of a homolog of the protein in a range of
species, for which comprehensive genomic data are
available. Subsequently, the correlation between phy-
logenetic profiles, often quantified in terms of their
mutual information,?’ is used to assess the likelihood
of functional association between the corresponding
proteins. This approach is further enhanced by embed-
ding the phylogenetic vector in phylogenetic trees
that represent evolutionary histories thereby captur-
ing the underlying evolutionary relationships more
accurately.?®?” Similarly, detection of evolutionary
events such as gene fusion (i.e., two independent pro-
teins in one organism are part of a single polypeptide
chain in another organism) or conserved gene neigh-
borhoods also provides a handle to the identification
of interacting proteins.>3¢8

At a finer timescale, correlation of gene expres-
sion profiles is often utilized to identify interact-
ing proteins, based on the premise that interacting
proteins are likely to be co-expressed under differ-
ent conditions.?’ It should be noted, however, that
some interactions are permanent (e.g., protein com-
plexes that are maintained through most conditions),
whereas some are transient; transient interactions
exhibit weaker relationship with correlation of gene
expression.'? This observation suggests that, for accu-
rate identification of functional relationships between
proteins, it is important to consider local correlations
in expression, i.e., those that manifest themselves only
in a subset of various conditions.? In general, the
problem of identifying multiple genes with correlated
expression in a subspace of the sample space is known

www.wiley.com/wires/syshio

as biclustering or co-clustering, and is studied exten-
sively in the bioinformatics literature.3!

Availability of a wide variety of experimental
and computational methods for predicting interac-
tions naturally calls for the integration of interac-
tions identified by various methods. This can be
achieved using statistical models that characterize the
likelihood of predicted interactions based on gold
standard interactions.3? Similarly, classification based
approaches treat pairs of proteins as data items, pre-
dictions of various inference schemes as features,
interactions as labels to be assigned to pairs of
proteins, and known interactions as training data.
They then learn models that specify the relationship
between the outcome of various predictions and the
existence of interactions between pairs of proteins.’3
Large-scale integration of PPIs for model organisms
demonstrates that the integrated network represents
functional association between pairs of proteins bet-
ter than any method alone,?? suggesting that different
methods capture different aspects of functional asso-
ciation between proteins. Once interactions between
proteins are characterized at genome scale, these inter-
actions are mined in conjunction with other data
sources to identify signaling pathways.?*

Inference of domain interactions
Proteins are composed of multiple domains, which are
often regarded as their primary structural and func-
tional units. As similar domains can be utilized by dif-
ferent proteins that are involved in diverse processes,
domains are often classified into domain families,
based on their evolutionary, structural, and func-
tional relationships.>® Consequently, identification of
domain—-domain interactions (DDIs) that mediate PPIs
is likely to provide structural insights on the nature
of interactions, leading to insights that can be trans-
ferred across different processes.>® Indeed, it is shown
that, if phylogenetic profiles are constructed by taking
into account the conservation of domains (as opposed
to whole proteins), the performance of phylogenetic
profiling in predicting interactions can be improved
significantly.’” However, information on the domain
decomposition of many proteins may not be readily
available. Consequently, computational approaches
incorporate domain information by constructing and
clustering phylogenetic profiles at the residue level'?3
or identifying correlated mutations between residues
through alignment of multiple protein sequences.’’
A key advantage of these methods is that, they can
identify novel domains and DDIs concurrently.

If the domain decomposition of a large number
of proteins is available, then PPIs identified via high-
throughput screening can also be used to infer DDIs.*°
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FIGURE 3 | Inferring domain-domain interactions (DDIs) from
protein—protein interactions (PPIs). Given the domain decomposition of
proteins and a set of PPIs, DDI inference methods target identification
of DDIs that mediate these interactions. Different formulations of the
problem optimize different criteria, leading to different solutions for DDI
inference problem.

As illustrated in Figure 3, this is achieved by assuming
that the observed PPIs are generated by a hidden model
that specifies DDIs, and reconstructing the hidden
model by optimizing an objective function derived
from a particular assumption on the generating
principles of the model (e.g., maximum likelihood*! or
parsimony*?). Furthermore, through consideration of
experimental PPIs and phylogenetic profiles together,
DDIs can be inferred more precisely.*> Recent studies
show that organization of DDIs into networks is
likely to provide useful information on the functional
relationships between biomolecules.'?’

Inference of regulatory networks

At the transcriptional level, gene expression is reg-
ulated through interaction of transcription factor
proteins with the DNA at specific locations. The
combinatorial relationship between transcription fac-
tors and their target genes are organized into tran-
scriptional regulatory networks, providing qualita-
tive models of genetic regulation at the level of
transcription.*> Although transcriptional networks
can be reconstructed through identification of specific
protein-DNA interactions,*® correlations between
expression levels of genes also provide valuable infor-
mation for the inference of regulatory interactions
that extend beyond transcriptional regulation.?® The
simplest model for gene regulatory networks is based
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on Boolean networks, where the expression of each
gene in the network is represented by a binary variable
and the regulatory effect of the genes that regulate a
particular gene is represented as a Boolean function.*’
Assuming that regulation is synchronized across well-
defined time steps and quantizing gene expression
properly into binary values,*® one can construct truth
tables for each gene. By subsequent mining of these
truth tables, the minimum set of regulators that can
explain the variation in the expression of each gene
can be identified, along with their effects.*

Boolean networks provide simple, yet useful
models of causal relationships in the cell, and they
can be surprisingly powerful in predicting cellular
behavior in various contexts.’” However, they do
not account for many important factors, including
the quantitative and asynchronous nature of cellular
signaling and regulation, as well as variables that are
not measured. Bayesian networks utilize stochasticity
to account for such factors that are otherwise
intractable.’ They represent the expression of a gene
as a random variable and characterize the relationship
between a gene and its regulators in terms of the
conditional probability distribution of this random
variable with respect to the expression of regulators.
Consequently, inference of the structure of regulatory
networks is reduced to the problem of identifying
Markov blankets for all genes in the network.
Here, the Markov blanket of a random variable is
defined as the minimum set of random variables
that satisfy the following property: distribution of
the variable of interest is independent of all other
variables in the network, given the variables in this
set, its Markov blanket.’? Identification of Markov
blankets is a computationally difficult problem that
is studied extensively, and there exists a wealth of
publicly available software tools that can be used
for this purpose. However, in general, existing tools
do not scale to thousands of genes in terms of
the computational resources they require. Once the
structure of the network is inferred, the parameters
that characterize the dependency between genes and
their regulators can be identified using various model
fitting algorithms.

Bayesian networks are also used successfully
to identify signaling pathways for a small number
of signaling proteins based on high-resolution pro-
teomic data.'* An important limitation of Bayesian
network models, however, is that they represent prob-
abilistic dependencies rather than causal relationships.
Dynamic Bayesian networks overcome these difficul-
ties by laying out the network across time steps and
conditioning a gene’s expression on the expression
of its regulators in the previous time step.’> In a
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dual manner, probabilistic Boolean networks intro-
duce stochasticity to Boolean networks by modeling
the Boolean function that characterizes the expression
of a gene as a random variable.’*

UNDERSTANDING COMMONALITIES:
CANONICALIZATION OF NETWORKS

One of the defining characteristics of complex systems
is their modularity, which has important implications
in their robustness and adaptability.>*¢ Indeed,
biological systems are observed to exhibit modularity
at multiple levels, and evolutionary mechanisms such
as gene duplication facilitate recurrent use of similar
principles in different processes.’’® Consequently,
identification of common and coherent patterns in
large-scale molecular networks is likely to provide
insights into the richness of the design principles of
cellular circuitry, which, through canonicalization of
common patterns, has the potential to uncover the
periodic table of systems biology.?

Identification of functional modules

Functional modules are generally defined as groups of
proteins that perform a distinct biological function
together. In PPI networks, functional modules
manifest themselves as subnetworks with high
connectivity, while being somewhat isolated from the
rest of the network.’® Consequently, graph clustering
algorithms are commonly utilized to modularize
networks. An important challenge in functional
module identification is the establishment of formal
criteria for assessing the likelihood of a subnetwork to
be a functional module. Subnetwork density, i.e., the
fraction of observed interactions among all possible
interactions between a given set of proteins, is often
used for this purpose. Similarly, edge connectivity, i.e.,
the minimum number of edges that must be removed
to break the subnetwork apart, is a useful measure in
assessing the modularity of a subnetwork.®® A major
problem associated with these modularity measures is
that they are rather arbitrary, i.e., they are not directly
associated with a quantitative model of underlying
biological processes. However, assessment of the
significance of these quantities with respect to a
reference statistical model may provide a statistical
basis to establish the potential biological relevance of
a module.®! For example, with respect to a particular
generating model for the network, one can develop an
analytical framework to characterize the distribution
of the size of the largest subnetwork with given
density.®? Indeed, assessment of the modularity of
a subnetwork with respect to such a distribution is
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shown to significantly improve the quality of identified
modules compared to those identified via ad hoc
measures, in terms of the functional coherence of
identified modules.®?

The functional coherence of a group of
proteins is often assessed with respect to established
standardized libraries of molecular function (e.g.,
Gene Ontology®®). Using functions assigned to
individual molecules in these libraries, the coherence
of each module is assessed by the significance of
the observed enrichment of a particular function in
the module, based on hypergeometric models.®*®
Identification of functions that are significantly
enriched in network modules is useful in functionally
annotating the modules, as well as calibrating and
comparing module identification algorithms.

From an algorithmic perspective, the problem of
finding dense subnetworks in a network is computa-
tionally intractable in its most general setting. There-
fore, most of the existing algorithmic approaches
utilize heuristics that either greedily grow subnet-
works starting from a seed protein®®®” or recursively
partition the subnetwork until the resulting subnet-
works are sufficiently dense.?” Furthermore, algebraic
models that are based on random walks!?® or spectral
network decomposition®® are also effective in modu-
larizing networks, through continuous relaxation of
the problems. Because PPI networks are incomplete,
noisy, and provide only a static description of cel-
lular organization, module identification algorithms
are also enriched via incorporation of knowledge on
gene expression, to capture dynamic organization of
modularity in biological systems.”®

Network alignment

Availability of interaction data for multiple species is
commonly utilized to identify network structures that
are conserved throughout evolution.”! Such conserved
subnetworks are likely to underlie modular processes
that are essential to the respective taxa. The prob-
lem of local network alignment, i.e., identification of
subnetworks with approximate matches in multiple
networks (in terms of conservation of proteins, as well
as interactions between them), leads to computation-
ally challenging problems as the mapping of homolog
proteins between different species (networks) is not
one-to-one.”?> Consequently, the resulting computa-
tional problem is a generalization of the intractable
subgraph isomorphism problem.

While aligning pairs of networks, existing algo-
rithms generally construct a Cartesian-product graph,
in which each node represents a pair of homolog pro-
teins, one from each species.”3> Homology between two
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FIGURE 4 | Arp 2/3 complex, which

plays a significant role in the regulation
of actin cytoskeleton, is identified as a
conserved subnetwork through mining
of protein—protein interaction networks
of multiple organisms, using a fast
algorithm that relies on contraction of
ortholog proteins.126 The conserved
subnetwork is shown on the left with
nodes annotated by cluisters of ortholog
groups (COG) identifiers.'?” The
occurrence of the subnetwork in three
eukaryotic organisms is shown on the
right. Dashed links indicate indirect
interactions. Such knowledge discovery
based analyses are likely to lead to the
construction of canonical module
libraries.
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proteins is often quantified in terms of the sequence
similarity between proteins. Because an important
objective of network alignment is the use of network
information to enhance identification of orthologs,
these algorithms treat sequence homology in a flex-
ible way. Subsequently, by assigning weights to the
edges of the product graph based on the conserva-
tion of respective interactions, these algorithms reduce
the problem into one of finding heavy subgraphs in
the product graph. Here, assignment of conserva-
tion scores to interactions requires sound modeling
of the constraints on the conservation and divergence
of interactions. Existing approaches to tackling this
challenge include assignment of likelihood scores to
subgraphs based on Bayesian modeling of the exis-
tence and observation of interactions in modular and
conserved subnetworks, which can be decomposed
into edge weights.”* On the other hand, assign-
ment of match (conserved interaction), mismatch
(missing homologous interaction), and duplication
(homologous proteins in the same network) scores
based on network evolution models®”-*% enables tun-
ing and adjustment of alignment parameters based
on empirically derived statistics on conservation of
interactions’>’®—a generalization of the framework
employed by popular sequence alignment algorithms
(e.g., BLAST) and aminoacid similarity matrices (e.g.,
PAM, BLOSUM). Existing network evolution mod-
els are quite powerful in capturing the basic struc-
tural properties of extant networks, including degree
distribution, clustering coefficient distribution, and
subgraph distribution.””-81

As the size of a product graph grows expo-
nentially with the number of networks, pairwise
network alignment algorithms do not scale well to
large numbers of networks. This problem is alleviated
through construction of a layered representation of
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multiple networks that represents groups of poten-
tially orthologous proteins as subgraphs (as opposed
to vertices).®? Furthermore, by summarizing PPI net-
works through contraction of nodes that correspond
to ortholog proteins, and by using dedicated frequent
subgraph mining algorithms on the resulting uniquely
labeled graphs, the problem of finding exact subgraph
matches in multiple networks is rendered tractable.®?
A conserved subgraph identified by frequent subgraph
mining on the PPI networks of nine eukaryotic species
is shown in Figure 4. Finally, by formulating multiple
graph alignment problem as one of assigning nodes
into equivalence classes, the complexity of the problem
is rendered linear in the number of networks.®* Local
network alignment algorithms are also extended to
the application of small subgraph match queries, and
efficient algorithms are developed for searching for
paths,®® trees and graphs with bounded tree width,3¢
and general subnetworks.%”

The idea of network alignment is also applied to
global alignment of networks that belong to different
species, with a view to enhancing identification of
orthologous proteins in multiple species.®® Global
network alignment algorithms aim to assign pairwise
similarity scores to pairs of proteins from different
networks to reflect the topological similarity of
the proteins in the corresponding networks.?’ The
principle here is that two proteins can be considered
topologically similar if their interacting partners are
topologically similar; therefore, the problem can be
formulated as a mutually reinforcing relation, which
lends itself to iterative solution of an algebraic system.

Network motifs
An important feature of molecular networks is
that certain subnetworks with coherent topological
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FIGURE 5 | Screenshots from a sample computational tool, NARADA,* that enables identification and browsing of canonical network patterns in
regulatory networks. NARADA takes gene regulatory networks and functional annotation of individual genes as input and processes queries on
regulatory pathways that involve specific biological processes (e.g., what are the processes that regulate ciliary or flagellar motility in E. coli? Are
these regulatory pathways mediated by other processes?). NARADA is available as an open source at http://www.cs.purdue.edu/~jpandey/narada/.
With the availability of such sophisticated tools, browsing basic biological information becomes a visually rich and interactive activity, moving beyond

basic text and database searches.

properties are significantly over-represented in these
networks.”® Many of these common motifs are
shared with other natural, social, and built networks,
including electronic circuits, World Wide Web, and
food webs, indicating that such topological structures
may have essential functionality in the system. Indeed,
algorithmic studies at multiple levels of complexity,
from evolutionary timescale to cellular dynamics,
demonstrate the key role of network motifs in
biological systems: (1) proteins that are clustered into
coherent motifs are likely to be conserved together;’!
(2) network motifs provide signatures that are useful
in comparison and classification of networks,%?
also highlighting the basic mechanisms of network
evolution;?> and (3) abundance of network motifs
correlates significantly with their dynamic properties,
in terms of stability and robustness.”*

Functional annotation of the nodes of network
motifs gives rise to functional network motifs,
providing high-level descriptions of the crosstalk
between different processes.*»?> One such software
tool that enables exploration of canonical regulatory

pathways in various organisms is demonstrated in
Figure 5. These canonical representations of the
wiring of cellular networks are useful in projecting
information across different processes or species
in many ways, including inference of molecular
function”® and identification of novel pathways.””
It should be noted, however, that the identification
of statistically significant network motifs poses
significant computational challenges.*+%-%%

Network based functional inference

A common application of canonical network analysis
is the prediction of molecular function based on partial
knowledge of the functions of some of the proteins
in the network.!% As illustrated in Figure 6, current
computational approaches to this problem exploit
three distinct observations on the functional coherence
of molecular networks:

1. Connectivity: As functional modularity is
closely related to network connectivity, proteins
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Recurrent
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FIGURE 6 | Overview of common approaches to network based functional annotation. In each hypothetical example, the proteins with known
function are annotated by a symbol that represents their function. Proteins with unknown function are labeled with question marks. As seen on the
left, connectivity/modularity based schemes transfer function based on direct interactions. As seen in the middle, proximity based schemes diffuse
function through the network. Finally, as seen on the right, pattern based schemes derive templates of functional interactions and interpolate these

patterns accordingly to infer novel functions for proteins.

that are highly connected to each other in
PPI networks are likely to be functionally
associated.!01

2. Proximity: Generalizing this observation fur-
ther, multiple lines of evidence suggest that
functional similarity of proteins correlates with
their proximity in PPI networks. 100

3. Recurrent patterns: As similar design princi-
ples of cellular signaling are used recurrently in
various contexts, partial occurrences of recur-
rent patterns in networks can be interpolated
to assign new functions to proteins involved in
these patterns.’®

A basic approach to connectivity based func-
tional inference is to assign a function to a pro-
tein if the function is significantly enriched in its
neighborhood.'? This approach is generalized to
incorporate network topology by identifying network
modules, annotating the modules based on functional
enrichment of proteins in the module, and projecting
this annotation to other proteins in the module.'®
Further improvement on this approach is achieved
through incorporation of proximity, by letting func-
tions diffuse across the network.!93-104

Pattern based functional inference algorithms
consider the problem from a different angle. Rather
than relying primarily on the interactions between
functionally similar proteins, these approaches exploit
the recurrence of interactions between different
functional classes. Although this approach leads to
challenging computational problems in that it requires
identification of over-represented subnetworks, it
captures information that cannot be captured by
traditional functional annotation schemes and it
enables propagation of knowledge across different
organisms.>8

UNDERSTANDING DIFFERENCES:
NETWORKS AND PHENOTYPE

Recent advances in high-throughput molecular screen-
ing enable studies of phenotypic differences in terms of
their signatures in cellular mechanisms. While genetic
studies (gene association, haplotype mapping, etc.)
are useful in discovering genetic differences that relate
to certain phenotypes, differential analysis of molec-
ular expression (gene expression, protein expression,
metabolomics) helps to elucidate the variation in the
activity of cellular systems. However, cellular systems
are orchestrated through combinatorial organization
of thousands of biomolecules.??> This complexity is
reflected in the diversity of phenotypic effects, which
generally present themselves as weak signals in terms
of the changes in the expression of single molecules.
For this reason, studies often focus on identification
of multiple markers that together differentiate various
phenotypes.

Integrating genomic data with network
information

Interpretation of the findings of gene association
studies in the context of molecular networks may
highlight the cellular mechanisms that underlie various
phenotypes, including human disease.'® Indeed,
preliminary studies on the relationship between genes
that are implicated in similar phenotypes indicate that
these genes tend to interact with each other; they
are likely to be expressed in similar tissues, and their
mRNA expression profiles are often correlated.'
Capitalizing on these findings, several algorithmic
approaches utilize network information to identify
novel genetic markers.!?” For example, if the linkage
interval for a particular phenotype spans a large
number of genes and some genes that are associated
with similar phenotypes are known, then these two
sources of information can be integrated within
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network context to rank the genes that are potentially
associated with the phenotype.!0%

Molecular networks also provide a basis for
interpreting genetic interactions.'”” In the context of
synthetic lethal interactions in yeast (i.e., pairs of
genes such that the cell survives without any one
of these genes, but dies if both are knocked out),
two hypotheses are tested systematically to explain
the network mechanisms behind genetic interactions:
(1) within-pathway model assumes that many of the
pairs of genes that are involved in a single pathway
are synthetic lethal, indicating cooperation and
(2) between-pathway model assumes that several pairs
of genes, each from one of two ‘parallel’ pathways are
synthetic lethal, indicating complementation. Through
generalization of module identification algorithms,
many clusters of genetic interactions that correspond
to one of the two categories are identified, suggesting
that both models can explain a certain fraction of
observed genetic interactions.!?”

Integrating molecular expression data with
network information

Molecular networks provide static and qualitative
descriptions of the wiring of cellular systems. Molecu-
lar expression data, on the other hand, provides quan-
titative information on the functional states of con-
stituent molecules under different conditions/samples,
or over time. Consequently, it is natural to integrate
these two sources of information to gain insights into
alterations of the dynamic organization of cellular
systems.”® Toward this end, preliminary studies par-
ticularly focus on the functional behavior of metabolic
networks, as metabolism is one of the relatively
well-characterized processes in biological systems.°
Systematic studies of the behavior of gene expression
with respect to metabolic networks of model organ-
isms indicate that divergent reactions (in which the
product of an enzyme is consumed by two different
enzymes) often act as switches, where the expression
of the upstream enzyme is correlated with only one of
the downstream enzymes.'!? Furthermore, metabolic
networks can be dissected into tissue-specific path-
ways based on coupled analysis of flux models and
tissue-specific gene expression within an optimiza-
tion framework that maximizes the inconsistency
between the flux through reactions and the expression
of the genes coding for enzymes that catalyze cor-
responding reactions.!!! Similarly, in the context of
transcriptional regulation, the transcriptional network
is dissected into subnetworks based on the expression
of transcription factors in various processes, reveal-
ing that the transcription networks that correspond
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to different processes exhibit different topological
properties.!!'? Recently, tissue-specificity of protein
interaction networks is also explored, demonstrating
that tissue-specific proteins make only a few interac-
tions, whereas proteins that are universally expressed
actually have many tissue-specific interactions.!!3

Identification of implicated subnetworks
In the context of a particular phenotype or perturba-
tion, identification of implicated (or, more specifically,
differentially expressed or dysregulated) subnetworks
enables discovery of multiple phenotype markers, i.e.,
multiple genes that are linked to each other in the
network and are differentially expressed in samples
that belong to different phenotypes, when considered
together. In one of the early algorithmic studies, Ideker
et al.'™* propose a method for identifying differentially
expressed subnetworks with respect to GAL8O dele-
tion in yeast. This method is based on quantifying the
differential expression of each gene individually and
subsequently searching for connected subgraphs with
high aggregate significance of differential expression.
Variations of this method are shown to be effec-
tive in identifying multiple gene markers in various
other diseases, including melanoma,''® diabetes,!!®
and others. A similar approach is to binarize differen-
tial expression of genes in the network and formulate
dysregulated pathway identification as a problem of
finding maximal subnetworks with a limited number
of genes that are not differentially expressed.'!”
Although such network based approaches are
useful in retrieving weak signals by considering
interactions between multiple genes, they do not
capture the sample-specific variation in the expression
of different genes.!'® Recent approaches assess the
coordinate differential expression of multiple genes
by aggregating the expression of a group of genes
for each sample and then quantifying the mutual
information between this aggregate expression profile
and phenotype.'” It has been shown that classifiers
that are trained by subnetwork markers identified
via such integrative approaches are more successful
in predicting breast cancer metastasis, as compared
to those that incorporate single-gene markers.'"”
Anastassiou'!® further elaborates these information-
theoretic measures to capture the synergy of the
dysregulation of a group of proteins, i.e., the
overall differential expression of the subnetwork that
is not explained by the differential expression of
individual genes in the subnetwork. This approach
leads to construction of phenotype-specific synergy
networks that provide global insights into the
coordination of multiple genes in the manifestation
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FIGURE 7 | Framework for the integration of Wild type sy Human 3
omic data for the discovery of subnetworks 2 NeFt)vs(I)rk :
implicated in complex phenotypes. Proteomic \ y) '

screening provides functional data for a limited set of
proteins, transcriptomic screening provides
genome-scale data on mRNA expression, and curated
or high-throughput protein—protein interactions
provide a framework for the integration of these two
complementary, valuable sources of data. This
framework also illustrates how researchers can
couple specific data sets generated in their labs with
public data to broaden the scope of their analyses.

of a particular phenotype.!?® It should be noted,
however, that the task of identifying multiple genes
with synergistic differential expression leads to
intractable computational problems.'!® As synergy by
definition does not exhibit monotonicity properties,
these problems may not be adequately addressed by
greedy approximations.

Incorporation of proteomic data

mRNA expression provides genome-scale information
on gene expression, whereas proteomic screening
provides information with relatively less coverage
at the functional level. Knowledge of molecular
interactions is useful in integrating these two
complementary data sources to identify multiple
phenotype markers. In a recent study on human
colorectal cancer (CRC), Nibbe et al.'*?> propose a
general framework for the integration of omic data
sets, which is illustrated in Figure 7. In this framework,
they first identify proteomic targets with significant
fold change in late stages of CRC and map these
proteins on a network of PPIs to extract candidate
subnetworks that are significantly associated with
these proteomic seeds. Subsequently, using genome-
scale mRNA expression data, they quantify the
synergistic differential expression of these candidate
subnetworks, extracting known as well as novel
markers for CRC. The basic premise here is that
small changes in the expression of multiple gene
products in the neighborhood of a protein may be
synergistically associated with significant changes in
the functional activity of the corresponding protein.
Indeed, systematic analyses in the context of CRC
show that differential mRNA expression is not
necessarily correlated with proximity to proteomic
targets on a single gene basis, but it is significantly
correlated with the synergistic differential expression
when multiple genes are considered.
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CONCLUSIONS AND OUTLOOK

Scientific and technological developments in the
genomic era establish systems biology as a fun-
damental interdisciplinary science that marks the
transformation of scientific research into a synergistic
effort across multiple disciplines. To this end, devel-
opments in biotechnology are coupled with parallel
developments in information technology. Besides their
contribution to the development of tools for handling
data, computational approaches play a key role in
systems biology through development of sophisticated
abstractions, computational models, and algorithms.
In the past decade, such approaches utilized novel

TABLE 1| A Summary of Common Problems in Network Biology
and Corresponding Computational Tools Available in the Public Domain

Tools

In silico two-hybrid,3® MORPH,26
Coevolutionary-Matrix, %3
GPE,%2 MLE, 24 DPEA*!

REVEAL,4” BN/PBN,4° DBN>3

Problem

Prediction of
protein/domain
interactions

Inference of gene regulatory
networks

SiDeS,62 MCODES8, HCS, 0
SEEDY,®7 PathFinder,3*
MATISSE"2>

Narada,** NetGrep, 10
Ontologizer,* VAMPIRE,®°
GAIN, 194 PROTAN3?

Identification of functional
modules and signaling
pathways

Identification of functional
subnetworks, annotation
of network modules,
network based inference
of protein function

MaWiISh,”6 PathBLAST,”3
NetworkBLAST,”# Graemlin,”>
MULE, %8 IsoRank&8

QPath,>® QNet,36 TORQUE®?

Network alignment

Querying protein—protein
interaction networks for
subgraph matches

Chuang et al.,%® GNEA,''®
DEGAS™"’

Identification of
subnetworks implicated
in a particular phenotype
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data sources in innovative ways to characterize the
basic working principles of cellular systems, identify
common patterns in cellular organization, effectively
transfer knowledge across platforms, and identify and
interpret the markers, signatures, and mechanisms
that underlie differences among living systems. A
summary of publicly available tools for the problems
discussed in this article is given in Table 1. As more
data become available and algorithmic approaches
mature, high-level, large-scale analyses will generate
a knowledge base, which, in turn, will enrich low-
level, detailed models of biological systems, making
it possible to precisely characterize the dynamics of
cellular processes at larger scales. To this end, models
and algorithms that facilitate effective integration of
multiple data sources are likely to dominate the next
generation of algorithms for systems biology.
Although integrative approaches to network
analysis have already been commonly applied, many
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